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FOREWORD

These Proceedings contain the papers presented at the Twentieth Annual
Precise Time and Time Interval Applications and Planning Meeting. The
meeting was held at the Sheraton Premiere Hotel in Tysons Corner, Virginia.
A good attendance at the meetings and the banquet was an indication of the
continuing interest in the field. We had a number of invited papers, some of
which are included in these Proceedings. Some papers are missing because
they were not received in time for publication. The question and answer
periods following each talk are included, but they are marred this year by the
lack of cooperation among the questioners in not speaking with the
microphones.

There were 205 registered attendees (down from 225 last year). Of the
attendees, 119 were from East of the Mississippi (67 last year), 62 were from
West of the Mississippi (137 last year) as well as 24 from 11 foreign countries
(17 from 9 last year).

The objective of these meetings is to provide an opportunity for program
planners to meet those who are engaged in research and development and to
keep abreast of the state-of-the-art and latest technological developments. At
the same time, they provide an opportunity for engineers to meet program
planners.

The success of these meetings depends on the efforts of the Program Chairman
and the Individual Session Chairmen and the organization of the entire
meeting by the Chairman of the Executive Committee. Without their
unstinting labor, such meetings could not be held.

The purpose of the PTTI Applications and Planning Meeting is to give
Managers, Systems Engineers, Program Planners, and Industry:

* A forum for presentation and discussion of current and future
programs and requirements

* A general and in-depth review of plans and trends in PTTI
applications

* An opportunity to discuss results, accomplishments, and problem

areas in the application of PTTI technology

* A review of new developments which influence PTTI applications
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Aspects of Coordination (Management)
of Precise Time and Time Interval (PTTI) Systems.

Gernot M. R. Winkler
U.S. Naval Observatory

Washington, DC. 20392-5100

Those who do not remember the past
are condemned to relive it.

Santayana

INTRODUCTION

Systems that use precise timing and/or precise frequency are generally electronic systems that operate
over extended geographical areas and involve many different types of equipment. The concept develop-
ment, implementation management, and operation of such systems present, of course, all the problems
that arise if we deal with large, diversified systems. The only thing one can say in general terms is that
in almost all such cases, with very few exceptions (the Polaris submarine system, or the U-2 projects
were such exceptions), totally unforeseen problems arose that forced a scaling down, increasing costs,
and delaying substantially, or even preventing, the completion of the system. In retrospect this is
easy to see. What is very difficult is foresight, i.e., to find out at the very beginning of the project
how improvements could be accomplished and costly pitfalls avoided. This is even more important
in the case of systems that involve PTTI. The problems that are peculiar to PTTI are amenable or
altogether avoidable with a relatively small effort if, from the very beginning, one is aware of past
similar problems in other systems [1]. This contribution discusses broadly the specific PTTI problem
areas as they arise in the R&D phase; it will also address questions of operations; finally it will touch
upon questions that usually arise whenever we have to "coordinate" anything. (The quotation marks
are to indicate that this is a popular euphemism for situations where you will be blamed without
having had real authority.)

THE DENIAL PHASE

In almost all cases of PTTI systems R&D that I have observed over the last thirty years, the system
managers denied that they were to be concerned with timing. "No, we only use precise frequency
control, only relative synchronization is needed, we must remain completely independent". These are
some of the comments one hears when the question of timing is raised by the consultant or observer
who learns about the new system. It is, of course, an entirely natural attitude because why would
any manager want to become involved with questions that do not seem germane to the task? It
should be easy to inform people that experience shows that one will get involved with typical timing
problems even if one can't see it yet. But unfortunately, the denial attitude is supported, strengthened,
and advanced beyond a reasonable degree by the present management culture that insists on overly
precise cost estimates and cost accounting from the beginning. It is always hard to explain in detail the
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reasons why one proposes to include in the estimated budget items that have no obvious connection
with the task at hand. But this forces from the very beginning of the project an attitude of mind that
is hostile to mental efforts over and beyond the absolutely necessary. I can only compare this with the
constrictive effects of a cup of lemon juice taken as aperitif at the beginning of a dinner. The mind
suffers constriction, too, in such a climate! In fact, we need the exact opposite effect. We need to
enlarge our vision and expend a large part of the mental energy at the beginning of the project and
not when we find that we are getting into trouble. This means that all possible scenarios must be
envisioned and analyzed regarding their impact on the system under design. It is extremely difficult to
convey to those who have not personally paid the price of past mistakes, the consequences of stopping
too soon. I beseech you to envision, if you can, the full magnitude of our intellectual limitations.
Following the eminent example set by Socrates 2400 years ago, it has always been seen as the highest
achievement for the human mind to understand his own ignorance and to grasp the enormous difficulty
in overcoming it, if only so slightly. There is no hope of gaining some insight unless this understanding
is achieved first. I find no better way to illustrate this all important point then to give you in the
appendix, with the author's permission for which I am most grateful, some personal reminiscences by
"Jack" Pierce. His is the voice of many decades of experience, because he is the inventor of the Omega
system and a truly eminent contributor to LORAN and other radio navigation and communications
system technology.

It is true thal the recommended extensive preparation may be costly. Possibly we have to call for
help and advice ($500 to $1000 per day for an experienced consultant). But without doing this at the
beginning, the chances are great that much more expensive problem- fixing will have to be done later
or even towards the end of the development when these unforeseen problems will surface.

The best way to start is always with a pilot project that will allow the people who have to make
decisions some familiarization with potential problems. The crucial questions that must be answered
and clarified in the case of a PTTI system are the following: Why are precise clocks (or frequency
standards) necessary, how often should they be re-calibrated to maintain system coherence, and in
what environment must the equipment operate?

THE SPECIFIC TECHNICAL PTTI ASPECTS.

Suppose we find ourselves involved with such a project. Then we will examine the following details:

* 1. What clock (or frequency standard) performance is really needed? It is very important that
we are realistic at this point. We must not specify much more than what is needed, including
a margin of safety (as a rule of thumb, a factor of ten). I am a great believer in conservative
designs, and the inclination to get the best available performers is natural and laudable, but we
must remember that engineering is the art of finding a sound compromise between conflicting
requirements. Price is the least important consideration compared with the other "payments"
for excessively sophisticated choices. Super high performance clocks entail substantial problems
such as shorter life, greater sensitivity to the environment, and expensive support.

* 2. What are the environmental conditions? This is also a very important subject. Lest we forget,
high-precision timing and frequency control are applications of highly advanced technology.
The environmental sensitivity of the devices used is a rather steep function of the performance
expected. It may be more cost effective to increase environmental protection (such as shock and
vibration absorbers, acoustic shielding, external temperature and humidity control) as compared
with the use of specially hardened frequency standards. An obvious exception to this would be
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radiation hardening where the use of lead very quickly leads to unacceptable weights. In such
cases, different system approaches may be required.

3. How often can we re-calibrate the frequency standards and clocks? This brings us back to item
1. Why do we use high-performance clocks in the first place? What we gain is independence,
in most general terms. The more independence we need, the greater the requirements for clock
performance at the points where independence is needed. This seems like a silly triviality, yet I
have witnessed lengthy committee meetings where one agonized over possible savings by putting
greater stability into the operational center of a PTTI system at the expense of a substantial
relaxation (use of cheaper clocks) at the outlying parts of the system. The original idea, why
clocks were needed in the first place, was lost after several years of development and frequent
changes. Again, why are clocks to be used at all?

4. What do we mean when we talk of synchronization? We must specify an acceptable time error
within the system. Of course, it is always perfectly possible to avoid the use of high-precision
clocks or frequency standards by re-calibrating at very short intervals. A good example is color
television. The receivers use extremely cheap quartz crystal oscillators for the generation of the
color reference phase (the 3.5 MHz subcarrier). The necessary precision is secured by phase
locking the crystal oscillator to the transmitted color burst reference every 16 milliseconds (ms).
As one can see, it is necessary to refine our concepts of synchronization. We must specify not only
the acceptable tolerance but also the time interval over which this tolerance is to be maintained.
In addition, we must also specify the measurement or calibration accuracy that is necessary to
achieve and maintain the tolerance over the specified time. This last point is usually forgotten,
but a rule of thumb is that we want to measure with the highest precision that can be achieved
economically (at reasonable expense). Today that means the use of 1 ns resolution for time
interval meters. As an example, assume that a tolerance of I microsecond (us) is required with
re-synchronization in intervals of 10 days. That implies a frequency (rate) calibration to better
than 100 ns/day (about 1 part in ten to the 12th). In order to do this within one hour, we need
a counter resolution of 1 ns and also signals that can give us a precision of a few nanoseconds.
Therefore, the stated tolerance of 1 us over 10 days entails a requirement for a 1 ns calibration
capability. One can say that the operational requirement over a certain time and the need to
calibrate (check) the clock in a reasonably short time entails a magnification factor for the timing
precision, 240 in our example. Please note that the setting of requirements is not as simple as it
often seems to be taken. All this, of course, assumes that the clocks can maintain the required
frequency stability over the time specified.

* 5. How will the logistics and support for the PTTI equipment be arranged and managed?
Clocks from reputable sources have MTBF's in excess of 30,000 hours. Such a performance is
not easy to achieve and, indeed, after model changes the number drops immediately and will
remain lower than before the change, until a continuing feedback loop from customer back to the
development team and production can flush out the new weaknesses. Of course, there is going to
be a problem if the development team has been disbanded in the meantime. While repair is best
arranged through replacement and vendor repair, each larger PTTI system should have a central
office or person to supervise the performance of the system (especially the clocks) and for record
keeping. The office that started with the pilot projects, worked out the specifications, and did
the design, should also arrange training and operational supervision. Even though our systems
today are being designed with as much automation as possible built into everything, one must
not believe that this will reduce the need for supervision completely. Another possible pitfall
is in the acceptance of "turnkey" systems. The special requirements for training, performance



supervision, and logistics, after acceptance from the contractor, may not be fully recognized by
the user who, up to this point, had no opportunity to develop sensitivities to problems peculiar
to PTTI.

6. Primary and backup power for the PTTI instruments, particularly clocks, distribution ampli-
fiers and time code generators, is also an important subject for study and concern. In the long
run, this may well be the most important point to consider. In many locations it will be necessary
to provide some form of backup generator to protect against longer outages. But public power
may not only be unreliable, it is probably "dirty" as well. Therefore, it is highly recommended
to operate all sensitive equipment from conditioned (no-break) power because experience has
shown that equipment operating directly from public power has a significantly higher breakdown
rate than equipment running from conditioned (e.g., no-break) power. This power source must
never run motors, air conditioners, or anything that produces surges and voltage spikes; only the
really critical equipment must be on this power source. In addition to AC backup, all critical
equipment must have a DC backup. The use of small separate supplies is uneconomical and
has a poor reliability record. There are large 24V (and 48V) supplies available that use large
(automotive type size but high quality standby) batteries. These have a much longer life, do not
need to be exercised, and cost relatively less than small batteries. It is imperative that a second,
spare, or standby PTTI system, if available, must be operated from a second, independent power
system to assure real standby capability. In other words, a "vertical" separation of the systems is
required. It would even be desirable to schedule access and maintenance for this second system
at times different from the main system because people are the source of the high correlation of
"accidental" events (we tend to make a mistake thoroughly).

7. Operations. It is possible and inexpensive to automate, and control remotely, most of the
regular operations such as measurements and adjustments. However, it would be a grave error
to assume that this removes the need for careful selection and training of those who are in PTTI
operations. Furthermore, all activities have a natural tendency to degenerate without continuous
vigilance. Therefore, inspections or some form of quality control is mandatory. Unfortunately,
when resources are cut, this is the first area that suffers because there are no immediate obvious
effects. It is partially for this reason that performance specifications (such as measurement
precision; clock tolerances, etc.) must be set to the highest level the system is capable of,
whatever the system tolerance is. It is a most dangerous idea, but widely held, that a marginal
performance is still acceptable, if it just meets the stated system tolerance. This almost amounts
to permitting a time bomb in the system. It is the equivalent of a time bomb because by allowing
slack in the system performance, one abandons the best and only way to discover immediately
if something ill is developing, before the system operations are affected in dangerous ways. This
is, after all, why mature designers will always use margins of safety to protect the system from
the unforeseen small problems. In other words, we are recommending to operate in a way that
maintains an operational margin of safety. One cannot press this point hard enough because a
general spirit of permissiveness, once allowed entrance, will propagate rapidly and endanger the
system before we know it. On the contrary, we must insist on a spirit of excellence and it would
be beneficial if worker incentives could be provided for any consistent performance that is better
than specified. Here, again, a superficial idea of cost savings may be a contributing factor. It
is a mistaken idea because the costs of poor system performance or breakdowns are vastly in
excess of the proposed incentives to excellence that would go a long way in prevention, or timely
discovery, of serious problems.
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8. The Benefits of Operating in Time Coordination with UTC Against Complete Independence.
It is less expensive to use UTC as an external benchmark for a timed system as compared to a
completely arbitrary rate and epoch, and it provides great operational benefits. The reason is
simply that at negligible cost, the world's most advanced timing becomes available for calibration,
stabilization, performance evaluation, and recovery after breakdowns [2). A necessary condition
for this is, of course, that interfaces with other PTTI systems have been designed into the
system at key points. There is also no penalty in regards to an imagined dependency because,
as we have seen above, one can make the "lifeline" arbitrarily long by simply setting tolerance
and re-synchronization properly. There is also no penalty for classified systems to use UTC as
benchmark because the progress of time, as such, is the most predictable thing we know and
we can't and should not attempt to keep the time of day secret. It is the "when" that can be
easily protected, if necessary. This understanding has been reached eventually by every timed
system that I have observed, Omega, LORAN, Transit, DSCS, etc.; each one had to install more
sophisticated PTTI capability as the operational experience dictated. The GPS is somewhat
of an exception (but only in this respect) because it has been designed from the start with
precision timing as the well understood central principle of operations [3]. A related question
should also be mentioned. That concerns specifications of the interfaces for time codes and
standard frequency. In this area, a new standard is being drafted by a working group involving
NRL and others.

COORDINATION AND MANAGEMENT

It is not my intent to compete in these few comments with the flood of good advice that is available
in print and in countless "How to Improve Your Managerial Performance" seminars. Of course, if you
are a professional manager then you should stop right here, because you already know everything.
Others, less professional, may want to avail themselves of some of the management bestsellers. Here,

I wish only to make some remarks that reflect my own ob.servations from having seen the fate of quite
a few systems, from design to shutdown; and having worke.d in quite a few different environments.

There is no question that planning and control are essential for success. What I have observed,
however, is that systems that were somehow protected from excessive management attention achieve
a consistently superior performance compared to those that enjoy the full benefits of professional

management. Here, I am offering my own explanation. Engineers and scientists have an instinctive
respcct for truth: they must find and understand the facts, unless they are phonies. (In this case
they repeat the buzz words they hear from others). Engineers are also conservative and like to be
careful. This is rather unique because everywhere else, the primary objective is not care and truth but
expediency. This is particularly so in politics, in sales, and often in management. The higher up we
go, the more urgent the call for expediency becomes. But one cannot serve two masters. Things look
different if one's primary objective is expediency and not truth. It is much more difficult and requires

much more doubt to see the facts as they are than most people realize.
I am not talking so much about the deliberate lie and distortion of truth. But, if you evaluate

stated performance, an allowance for "optimism" must be made, particularly if the speaker is in the
"sales" mode and not in the "objective" mode. Unfortunately, this bias is very different from case
to case, making comparisons extremely difficult. In some cases I know, an extremely conservative
attitude even goes the other way, claiming much less than is actually achieved routinely. The only
way to resolve the problem is, again, to make inquiries and to rely on proven reputation. This is
very difficult in the government procurement process which is still too occupied with the idea of least
initial cost. I stress this point because our success will be exactly commensurate with the realism of



our assumptions and designs. This seems to be unknown in certain quarters because otherwise why
would they thrive on euphemisms? The deliberate distortion seems to be an indispensable tool in
much of modern life. In fact, we have become accustomed to this. The punishment, however, comes
quickly when the perpetrators of the lie start believing it themselves. If this happens in management,
the results will be serious. It makes them blind to reality and then they fall into the ditch. Even if
there is no willful distortion, an excessive optimism, or lack of self critique is almost equally dangerous.

There are other observations that worry me. The fantastic success in many areas of science and
technology, combined with certain deficiencies in our education and great luxury in lifestyles, has
created a blas6 attitude on the part of many, often coupled with outright intellectual arrogance (we
know it all, we can do everything with money). How are we going to communicate in such a climate?
Effective communication always requires a certain match of the intellectual level and a willingness,
nay, eagerness on the part of the listener to understand the message. This is where the personal
style and energy of the "coordinator" has to come in. In brief, what I recommend is a synthesis of a
realistic optimism with a tremendous respect for the problems, of understanding the technical details
and pitfalls, the selling of the project to those we need as partners, and the motivation of a high
quality work force. It is particularly in this last area where the classical scientific management has
failed because it was too simplistic. Yet much of our industry, and most of the actual operation of
the government, is still dominated by obsolete ideas, many of them in new appearances. The worst
of them is the idea that there is such a thing as management as such, without a specific technical
background. In any high-tech area, and PTTI is definitely high-tech, you will fail unless you obtain,
and can keep, a substantial commitment from your co-workers for high quality work. This can't be
done with management buzz words or gimmicks. Loyalty, both ways, example, honesty, and technical
competence are indispensable.

I have mentioned deficiencies in our education. The point that is important for us here, and that
goes beyond the main concern of the current public debate and the recent report of a presidential
commission 1 , is the insufficient preparation for the complex situations with which we have to deal
in the modern world, especially in complex modern systems and their management [4]. We see the
conspicuous results of poor and immature management all around us. Most have their roots in a
failure to grasp the difficulties in their full dimensions, and in a lack of vision (even interest!) for the
magnitude of the likely consequences of hasty actions. It is so much easier to act than to think, and
so many managers have the silly idea that acting, as such, with only quick and superficial intellectual
preparation is all that is needed! (And if we know nothing we still can re-organize and change the
name of the organization to something more impressive!)

I have discussed one remedy before, the General Systems Approach as an educational discipline
[5]. Some familiarity, gained possibly in self study, with the abstract ideas of complex general systems
(including catastrophe theory and concepts such as chaos) will, at least in some way, assist with an ac-
celerated gaining of some degree of genuine wisdom, i.e., a feeling for the right measure. Without right
measure we will vacillate between extremes. This feeling for the measure, therefore, is indispensable
for deciding, not what can be done, but what should be done.

NOTES AND LITERATURE

[1] A technical overview of PTTI with some references has been given in my article "What Is PTTI?"
in the 17th Proceedings of the PTTI, p.33-44.

[2] A very good example for the gradual learning of the benefits of operating on UTC is described

1American Education: Making it Work, William Bennet, April 29, 1988
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in Mr. Vannicola's paper on the Omega system, in this volume.

[3] The parenthetical exception refers to the fact that even in this case other problems arose that
forced substantial and costly changes late during development. At least a part of these compli-
cations would have been avoided if greater use could have been made of the substantial practical
experience that had been gained with the operation of the pilot project, NRL's TIMATION. But
this is not so easy in the face of all kinds of difficulties that arise, and compromises that must
be made, in the process of getting large systems contracts under way.

[4] There is no question that our education has become too narrow. It had to be, because the
universities and the students wanted to maximize the immediate utility of the young professional.
In my opinion, we have gone much too far because the technology changes so rapidly that the
first thing can only be to be firm in the fundamental principles; the specific details must be
learned on the job at any rate. In addition, as we progress and take on greater responsibilities,
we not only need additional professional skills, but also need to develop much broader views and
sound judgment because no effort stands isolated on its own but is embedded in the system of
our country and in our culture. The present educational background is of little help because of
the narrowness and short range outlook of the curricula, except, of course, in the liberal arts.
On the other hand, a liberal arts university education by itself can be useless, or even harmful,
unless a practical trade or profession has been mastered in addition. Otherwise, the young noble
person has been prepared for great things but will feel as an outcast because he can't do and can't
understand practical, useful things. Hence the mandatory need for continuing self development of
all. More details along these lines are given in my lecture notes on Self Development, available on
request. In the meantime one must continue with his lifelong professional education but should
also sometimes start with Plato if one is an engineer, and with a course in science, electronics, or
computers, if one is a liberal arts major. C.P. Snow was the first one to observe the dangerous
communications gap between the "Two Cultures" and those who followed his advice have been
able to enrich their lives greatly and avoid the terrible shallowness so typical of much of modern
management and science.

[5] As a very brief and superficial start that can only give an overall impression, see my paper
"Introduction to Systems Approach" in the 10th Proceedings of the PTTI (p.1-15). I recommend
some of the literature cited, particularly references 4, 12, 13, 25, 26, and 33. In addition to these
it would be useful to gain an understanding of the basics of catastrophe theory because, by
gaining insight into the causes of system collapse, one will hesitate stressing a system more than
necessary. As long as one keeps intellectually curious and active one will avoid a dangerous
narrowing of his views. For those who are engaged in creative work, or have responsibilities in
any way connected with such work, one should recommend a repeated reading (once per week)
of the following appendix. I believe it conveys the essence of excellence.

APPENDIX

"NEVER STOP THINKING"
J. A. Pierce

My text is intended to warn against the danger of believing that one has finished.
The feeling of triumph that he enjoys when he has reached the end of a difficult course
may itself be enough to blind him to any further advance that might be possible. In
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a foot race, or when killing an enemy, a clear end can be distinguished. But in most
activities in life, every achievement is usually only a step on a long path.

An early violation of the truth I am claiming came when I was helping a few others
in the design of the first LORAN receiver. We measured the difference in the time of
arrival of two trains of pulses by triggering an oscilloscope sweep at their repetition
frequency and then delayed one pulse until it could be visually made to coincide with
one in the other train. In the presence of noise, the persistence of vision caused the
display of several pulses of continuously-varying shapes, and it was difficult to judge
which way to turn the knob of the delay control. Only when it was too late to be
incorporated in the design, did it occur to me that we should have made one of the
pulses appear in dotted lines while the other was continuous. The sense of an error
in the matching would than have been conspicuous. I still blush a little to realize
that a few minutes of thought at the right moment could have made possible this
improvement, and have made the operation of seventy-five thousand receivers a little
easier. Another case of the violation of my theme is easier to explain. I heard of it
in 1960, when I was serving as a member of the Polaris Command Communications
Committee of the U.S. Navy. The giant, very-low-frequency radio transmitter at
Cutler, Maine had begun to operate at 14,000 hertz. The committee was astounded
to be told that on the first voyage of the SSBN George Washington, when no more
than half way across the Atlantic Ocean, the signals received from Cutler were lost
the moment the ship submerged.

The trouble was found to be just a bad case of local interference. The Polaris vessels
used several kilowatts of 400-hertz power. The antenna leads had thoughtlessly been
led through the same conduits as the 400-hertz line, and the thirty-fifth harmonic
of the power frequency was far louder than the Cutler signal from the submerged
antenna.

This error was corrected, at least for the moment, by changing the frequency of
Cutler to 14,700 hertz. I have never heard how the antenna leads are now arranged.

Another omission for which I feel personally guilty is connected with the choice
of 10.2 kilohertz for the primary carrier frequency for Omega Navigation System.
An earlier experimental system measured the phase difference between trains of 200-
hertz modulation on signals received from pairs of stations. The Navy Electronics
Laboratory, the Naval Research Laboratory, and I all had equipment for measuring
the 200-hertz modulation. It therefore saved each of us a little effort to transmit
pre-Omega signals at 10,200 hertz and beat them against ten-kilohertz frequency
standards. The final decision to use 10.2 kilohertz in an operating system was not
made until several years after I had heard about the difficulty with the Polaris signals.
This knowledge notwithstanding, it did not occur to me that the 170th harmonic of the
60-hertz power frequency would ever rest very long in the narrow receiver pass-band.

I suppose, also, that it never occurred to me that a sine wave that was relatively
pure could possibly have a measurable harmonic of such a high order. The cases of
such interference, which are now occasionally reported, may arise from the extensive
use of silicon- controlled voltage regulators. These do terrible things to 50 or 60
hertz waveforms, but fortunately, they are used to control only a tiny fraction of our
electric power. From the beginning, it should have been clear to me that offsetting
the Omega frequencies from coherence with any frequencies measured in the decimal
system would have been a worth-while safety feature. Had we, say, adopted for the
primary frequency five megahertz divided by 491 (yielding about 10183.3 hertz), it
would have made no difference in the operation of Omega and would have forever
protected the system from foreign signals or interference at frequencies measured in
integral numbers of hertz.

I have recently found myself wondering whether the unfortunate destruction of an
Iranian passenger aircraft by the U.S.S. Vincennes may not have been caused in part
by such a premature termination of thought. Listening carefully to radio and television
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comments about the incident, I have at times heard "experts" remark that "the Aegis
system is not designed to indicate the size of an attacking aircraft". Aegis is no more
than a very sophisticated set of radars. Even a simple radar tells us the distance and
direction of an object and whether the reflected signal is strong or weak. Because the
distance is known, the strength of the reflected signal is an excellent measure of the
size of the target.

It seems possible that the designers of Aegis may have become so hypnotized by
their ability to track dozens or hundreds of objects and exhibit their positions and
rates of closure, that they may have neglected to add to each indication a note that
the target is large or small. If so, a valuable part of the original information is being
thrown away. This may be an example of what worries me: the cessation of thought
at a critical point in a design.

I should add to my argument the obvious fact that ideas come only to minds which
are ready to receive them. This preparation may be the result of study, worry, prayer,
dreams, or experience. It is, of course, the primary reason for education. Probably all
of us have had an idea come "like a bolt from the blue". In thinking over a few of my
own experiences of this kind, I have realized that the most dramatic and important
instances had come at the end of the longest periods of contemplation and worry.
This is exactly the converse of the threat that I am preaching against: the belief that
the end has been reached. It is precisely at this point, after long study and much
thought, that one's mind is best prepared to continue, offering the chance of attaining
something better than what originally had been sought.



THE PROJECT BEGINS WITH:

o INVENTORY OF SCENARIOS

o SPECIFICATIONS FOR PILOT PROJECT

o PILOT PROJECT

o CRITIQUE OF PILOT PROJECT

(Consultants)

o SYSTEMS SPECIFICATIONS

WHAT CLOCK PERFORMANCE IS REQUIRED?

o SET ACCEPTABLE TIME/FREQUENCY TOLERANC;E

o APPLY A SAFETY MARGIN (less or equal to I OX)

o SELECT CLOCK TYPES

o CHECK ENVIRONMENTAL CONDITIONS

Temperature, Magnetic Fields, Vibration,
Pressure, Humidity, Accelerations

HOW OFTEN CAN WE RE-CALIBRATE THE CLOCKS?

o MORE INDEPENDENCE REQUIRES BETTER CLOCKS

o FROM COMPLETE INDEPENDENCE TO TIGHT PHASE LOCK LOOP

o WHY ARE GOOD CLOCKS IN THE SYSTEM?

Ask this question at every design change.
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TO MEET AN ACCEPTABLE TOLERANCE

WE MUST MEASURE AS ACCURATELY AS POSSIBLE.

EXAMPLE: TOLERANCE I MICROSECOND OVER 10 DAYS

Measurement and setting of rate to within 100 ns/day

We need a capability to do this over I hour

Requires a resolution of <4 ns

Magnification Factor 240

EVERY PTTI SYSTEM WEEDS A Pll OFFICE
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o SUPERVISION OF PERFORMANCE

o LOGISTICS

o TRAINING

o RECORDS KEEPING

POWER SUPPORT

o PRIMARY POWER -- PUBLIC UTILITIES

o BACK-UP -- AC

o NO-BREAK -- AC

o BATTERIES -- DC

Maintain "vertical" separation of systems!
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OPERATIONS

o INSIST ON EXCELLENCE

o GIVE INCENTIVES TO PROMOTE BETTER THAN MINIMAL
PERFORMANCE

o MAINTAIN INDEPENDENT EVALUATION OF PERFORMANCE

DANGERS OF MANAGEMENT

o DEFICIENT MANAGEMENT

o OVER-MANAGEMENT

o COMMUNICATIONS GAPS

o WRO IG PERSONNEL POLICIES

o EUPHEMISM - EXPEDIENCY

o INCOMPLETE ACCOUNTING

o LACK OF TECHNICAL COMPETENCE AND JUDGMENT

COORDINATORS SUCCEED BY:

0 MANAGERIAL COMPETENCE

0 PLEASING PERSONALITY -SKILLFUL COMMUNICATION

0 TECHNICAL COMPETENCE

O WISDOM

WHAT IS THE ORDER OF IMPORTANCE?
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STATE-OF-THE-ART FIBER OPTICS FOR
REFERENCE FREQUENCY DISTRIBUTION

OVER SHORT DISTANCES*

George Lutes and Lori Primas
Jet Propulsion Laboratory

California Institute of Technology

Abstract
We have characterized a number of recently developed fiber optic components that

hold the promise of unprecedented stability for passively stabilized frequency distri-
bution links. These components include a fiber optic transmitter, an optical isolator
and a new type of fiber optic cable. A novel laser transmitter exhibits extremely low
sensitivity to intensity and polarization changes of reflected light due to cable flexure.
This virtually eliminates one of the shortcomings in previous laser transmitters. A
high isolation, low loss optical isolator has been developed which also virtually elim-
inates laser sensitivity to changes in intensity and polarization of reflected light. A
newly developed fiber has been tested. This fiber has a thermal coefficient of less than
0.5 ppm/°C, nearly 20 times lower than the best coaxial hardline cable and 10 times
lower than any previous fiber optic cable. The use of this fiber in frequency distri-
bution systems will greatly enhance the stability. These and other components are
highly suitable for distribution systems with short extent, such as within a building.
A test was performed to demonstrate the insensitivity to cable flexure when these new
components are used in a fiber optic link. The standard loose tube fiber optic cable
was installed between the control room and the cone of an antenna in a NASA/JPL
Deep Space Station. The round trip cable length was 850 meters. Delay variations in
the fiber optic cable were measured and compared to delay variations in an adjacent
coaxial cable. Phase delay was monitored while antenna movement flexed the cables.
The measured stability of the fiber optic cable was found to be substantially superior
to that of the coaxial cable. In this paper, we will present results of our tests and
provide the design for a stable distribution link, together with the projection of the
stabilities achievable with the present state-of-the-art.

Distribution systems degrade the phase and frequency stability of transmitted frequency reference
signals[I]. A reduction in Signal-to-Noise Ratio (SNR) of a transmitted signal and delay changes in
the transmission path are the primary causes of degradation. These effects are caused by distribution
system noise which reduces the SNR, and variaLions in the environmental temperature, which cause
delay changes. The degree of delay change is dependent on the Thermal Coefficient of Delay (TCD)
of the distribution system components.

Fiber optic systems have several major advantages over conventional distribution systems, which
usually employ coaxial cables. Having all dielectric cable, fiber optic systems are not subject to
ground loops and are generally immune to pick-up of Electromagnetic Interference (EMI) and Radio

*This work represents the results of one phase of research carried out at the Jet Propulsion Laboratory, California
Institute of Technology, under contract with the National Aeronautics and Space Administration.
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Frequency Interference (RFI). The very low loss at high frequencies in a fiber optic system helps
preserve the SNR of a transmitted signal. Also, new fiber optic cables with very low TCD, recently
developed and available commercially, can greatly reduce temperature induced delay changes.

A major disadvantage of fiber optic systems in frequency distribution applications has been their
sensitivity to changing reflections back into the laser diode[21. Changes in reflection are caused by
cable flexure and vibration and result in delay changes across the laser diode. Recent developments,
which will be described in this paper, have virtually eliminated this problem.

Because of the potential improvements in performance, the Jet Propulsion Laboratory (JPL) is
developing stable short distance fiber optic links to distribute local frequency references within the
Deep Space Networks (DSN's) Deep Space Stations (DSS's). These links will distribute the frequency
reference signals from the frequency and timing interface in each station to the users within the station.

The requirements for the short links are quite different from the requirements for the long links
used for frequency reference distribution between stations at the Goldstone, California Deep Space
Communications Complex (DSCC). Because of e.ost-performance tradeoffs between short fiber optic
links and coaxial cable links, the short fiber optic links must be relatively inexpensive, simple and
reliable.

The long distance fiber optic links are more expensive and more complex with optical and electronic
feedback to stabilize the delay of a transmitted signal. The long links enable the use of a centralized
frequency and timing facility thus reducing the number of expensive frequency standards needed in a
DSCC. Therefore, a higher cost for these links can be justified.

The performance of short fiber optic links is expected to be considerably better than the perfor-
mance of an equivalent coaxial cable link. The fiber optic link will eliminate ground loops and provide
considerable improvement in the thermal stability of the cable. The optical fiber's superior thermal
stability will reduce the need to add mass and insulation to the cable to increase its time constant.
It will also reduce the temperature stability requirement for the air conditioning systems in certain
areas of the stations.

The cables used in short fiber optic links within a station may be exposed to temperature variations
that can exceed 6 0C in 20 minutes and 30 °C in 12 hours over some portion of their length. They
obviously cannot be buried like long links at Goldstone to benefit from temperature isolation provided
by burial. These links may also be subjected to vibration from equipment such as air conditioners. For
some applications the cables will be routed through the antenna wrap-up where they will be flexed
when the antenna is moved. This relatively dynamic environment requires that the links be insensitive
to cable vibration and flexure and that cables with low TCD be utilized.

In the remainder of this paper new technology that can be used to meet the special requirements
of the short distance fiber optic frequency reference distribution links will be discussed. Test results
on an experiment that demonstrates an optically isolated laser's insensitivity to cable flexure and
vibration will also be presented. Finally, a state-of-the-art fiber optic frequency distribution link for
short distance applications will be described.

Reducing Instabilities Caused by Reflections

Cable flexure can cause group delay changes as large as 200 ps across a fiber optic link if no means
is used to desensitize the laser diode to reflections. Optical isolation of the semiconductor laser diode
can reduce such changes to less than 0.03 ps. The optical isolation can be obtained by the use of bulk
optical isolators using the Faraday principle.

Optical isolators of this type consist of a polarizer to fix the polarization of the laser light, followed
by a Faraday rotator which rotates the polarization vector by 450 . The light at the output of the
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rotator enters an output polarizer with its axis 450 rotated with respect to the polarization axis of
the first polarizer. Therefore, the light passes through the output polarizer unimpeded. Because the
Faraday principle is nonreciprocal in the forward and reverse directions, reflected light back into the
isolator assembly experiences a rotation angle which is crossed with the axis of the input polarizer.
The reflected light is therefore blocked providing the reverse isolation.

The degree of isolation achieved by this type of isolator strongly depends on the amount of light
scattering within the isolator. Once polarized reflected light scatters within the isolator, the polariza-
tion is lost, and components that do not have their axis crossed with the exit polarizer pass through
and degrade the isolation.

Optical isolators of this type are manufactured by several companies. The isolation afforded is
typically 35 to 40 dB and the forward loss is typically less than 2 dB. Although this level of isolation
is very good it is not adequate for precise fiber optic frequency distribution. In order to improve
laser isolation, one company in Japan has developed a laser diode with an integral dual (two isolators
in series) optical isolator[3]. This approach provides high isolation at the expense of an additional
isolator and additional forward loss.

An optical isolator system developed at JPL to be used in frequency distribution links has up to
70 dB isolation and 1.3 dB forward loss[4]. The JPL isolator system was assembled from a commercial
bulk isolator, as described above, and expanded beam single-mode fiber connectors (Fig. 1). The first
expanded beam connector expands and collimates the optical beam emitted by the fiber. The highly
collimated beam passes through the isolator elements and is collected by the second connector. The
total loss is only 1.3 dB in the forward direction.

The improvement in isolation for the JPL system is due to the narrow acceptance angle of the
expanded beam connectors. The collimated reflected light with the appropriate polarization is rejected
by the exit polarizer. While the narrow acceptance angle of the input connector rejects the scattered
reflected light exiting the isolator because it is not parallel to the axis of the isolator.

Low Thermal Coefficient of Delay Optical Fiber

Sumitomo Electric Industries, Ltd. of Japan has developed a low Thermal Coefficient of Delay (TCD)
single-mode optical fiber[5]. This is an elegant means for reducing frequency instabilities in a reference
frequency distribution system. It affords considerable improvement in transmission stability without
adding to the complexity or reducing the reliability of the transmission system.

The TCD of this fiber has been measured at JPL and found to be less than 0.5 parts per million per
°C (ppm/oC) from 0 'C to 30 °C. At around 0 °C the TCD is zero. It rises slowly as the temperature
rises and is 0.5 ppm at about 30 °C. The curve in Fig. 2 shows the TCD for this fiber in ppm/ 0 C
versus temperature. Figure 3 compares the TCD of this fiber with the TCD of standard single-mode
fiber and 7/8 inch diameter coaxial hardline # 64-875 RG254/U. This coaxial hardline has the lowest
average TCD for any coaxial cable measured by the Time and Frequency Systems Group at JPL. It
can be seen that the TCD of the fiber at 25 0 C is 20 times lower than that of the coaxial cable. Use
of the low TCD optical fiber would result in an Allan deviation 20 times lower than a system using
the RG254/U coaxial cable.

The TCD of a standard optical fiber results from two effects, the temperature dependence of the
index of refraction of the fiber material, and the thermal coefficient of expansion of the fiber. An
increase in temperature causes the index of refraction to decrease which in turn decreases the group
delay through the fiber. An increase in temperature also causes expansion of the fiber which results
in an increase in the group delay through the fiber. These two effects partially cancel resulting in a
TCD for standard single-mode fiber of about +7ppm/OC[61.
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Sumitomo achieves a low TCD fiber by coating a standard fiber with an inner layer of elastic
material and an outer layer of liquid crystal material having a negative thermal coefficient of expan-
sion. This liquid crystal material compresses the fiber longitudinally with rising temperature. The
compression of the fiber increases the index of refraction of the fiber material which increases the
group delay through the fiber. Compression of the fiber also decreases the change in length of the
fiber which decreases the group delay through the fiber. The result of these two effects is to impart a
negative TCD to the fiber.

The thermal coefficient of expansion of the liquid crystal material is too high and would result in a
net negative TCD for the fiber if it were applied directly to it. The layer of elastic material between the
fiber and the liquid crystal coating couples the right amount of force from the liquid crystal material
to the fiber to result in a near zero TCD for the fiber.

TEST RESULTS

A single-mode fiber system using an isolated laser was tested in 8itu to demonstrate the capability
to transmit precise reference frequencies through an antenna wrap-up. For this test a single-mode
six fiber cable was installed, as shown in Fig. 4, from the control room through the wrap-up of an
antenna at the Goldstone DSCC. The cable, which is 850 meters long, is flexed when the antenna is
moved.

A 100 MHz reference signal was transmitted through one fiber in the cable to the antenna and
returned through another fiber back to the control room. At the control room the phase of the return
signal was compared to the phase of the transmitted signal. Without the optical isolator between the
cable and the laser transmitter phase jumps were observed in the return signal when the antenna was
moved. Figure 5(a) shows these phase jumps. However, when the optical isolator was used no phase
jumps were observed as shown in Fig. 5(b).

The resultant Alan deviation for these measurements is shown in Fig. 6. The phase jumps
observed when the optical isolator is not used cause the Alan deviation to be higher. The optical
isolator eliminates the phase jumps and therefore reduces the Alan deviation.

A STABLE DISTRIBUTION LINK

Figure 7 is a block diagram of a stable fiber optic distribution link which uses the developments
described in this paper. The reference signal to be transmitted is applied to the modulation input
of the laser transmitter. The laser transmitter is either desensitized to reflections or is followed by
an optical isolator. A low TCD optical fiber carries the transmitted signal from the laser transmitter
to the optical detertor. The optical detector is followed by a high gain wideband amplifier with low
TCD. A phase locked filter at the output of the link reduces the noise bandwidth of the receiver which
reduces the short term noise of the signal. The bandwidth of this PLL is adjusted for best overall
frequency stability which depends on the quality of the oscillator in the PLL and the quality of the
signal being transmitted.

CONCLUSION

Stable short distance fiber optic links for frequency reference distribution have been demonstrated.
They have been found to be as good as coaxial systems for short term noise and much better than
coaxial systems for long term stability. This improved long term stability results in a lower Alan
deviation than can be achieved with coaxial cable under identical environmental conditions. In some
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critical applications active electronic feedback is used to reduce thermally generated delay change.
The use of low TCD optical fiber may in some cases eliminate the need for active electronic reduction
of delay variations. This could result in less complex distribution systems for some applications.
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QUESTIONS AND ANSWERS

QUESTION Unidentified, not into mike...

MR. LUTES The fiber is commercially available at this time. It is relatively expensive, so
we wouldn't want to use it for long runs, it is around $5 per meter, but for a few hundred
meters it is probably a reasonable price. I sure that if you contact Sumitomo that you
will be able to buy it. As far as the other characteristics of the fiber go, it is virtually
impossible to tell it from a standard single mode fiber.

SAMUEL WARD, JPL: Not into mike...

MR. LUTES: The long term drift in the fiber is just the thermal drift of the fiber. The
particular fiber that we used in that test was not the low thermal coefficient fiber, it was
a standard fiber with 7 ppm per degree C coefficient of delay. It was going up an antenna
where it was exposed to the outside temperature, so the temperature varied over a wide
range.

STEVE KNOWLES, NAVAL SPACE SURVEILLANCE CENTER: I know that it is difficult
to come up with an exact costing in these systems, but could you make a comparison of
the cost of the fiber optic system compared with a coaxial cable system?

MR. LUTES: We have not done a lot of work to reduce the cost to very low levels. The
parts that we are using are still quite expensive, but there are things that we could do to
reduce the cost. We could use an inexpensive short wavelength laser. Over these short
distances the laser doesn't have to put out much power so we could use a $1000 unit. This
is really a reasonable cost comrpared to the kinds of coaxial cables we use to go up an
antenna which cost $10.000 or more per cable. The receivers are less than $1000, and $5
per meter for the loy, , .'perature coefficient fiber. Then you have the cost of the phase
locked filter. That .(, can vary a lot, depending on how good you need the signal to be.
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STABILIZED FIBER OPTIC FREQUENCY DISTRIBUTION
SYSTEM*

Lori E. Primas
George F. Lutes

Richard L. Sydnor
Jet Propulsion Laboratory
Pasadena, California 91109

Abstract

A technique for stabilizing reference frequencies transmitted over fiber optic cable
in a frequency distribution system is discussed. The distribution system utilizes fiber
optic cable as the transmission medium to distribute precise reference signals from a
frequency standard to remote users. The stability goal of the distribution system is
to transmit a 100 MHz signal over a 22 km fiber optic cable and maintain a stability
of 1 part in 101 7 for 1000 seconds averaging times. Active stabilization of the link is
required to reduce phase variations produced by environmental effects, and is achieved
by transmitting the reference signal from the frequency standard to the remote unit
and then reflecting back to the reference unit over the same optical fiber. By comparing
the phase of the transmitted and reflected signals at the reference unit, phase variations
on the remote signal can be measured. An error voltage derived from the phase
difference between the two signals is used to add correction phase. An improved
version of a previous electronic stabilizer has been built and results of its performance
are reported.

Introduction

With the current advances in the development of precise frequency standards, greater emphasis is
being placed on frequency distribution systems that can distribute the reference signal derived from
a standard without appreciably degrading it. The high cost of developing and maintaining a state-
of-the-art frequency standard makes it beneficial to have one precise standard at a complex and to
distribute the reference signal from this standard to various users within the complex. Often the
reference signal must be distributed tens of kilometers. Furthermore, future scientific experiments
may also gain from having coherent signals at several remote locations.

The Deep Space Network, supported by JPL/NASA, is a prime contender for such a distribution
system. The DSN consists of three complexes located at Goldstone, California, Madrid, Spain and
Canberra, Australia. At each complex there are at least four stations, each supported by a parabolic
dish antenna with an ultra- sensitive receiving system requiring a precise frequency reference. Cur-
rently each complex is supported by a primary hydrogen maser and a backup hydrogen maser. Projects
supported by the DSN that require this type of distribution system include unmanned space flight

*This work represents the results of one phase of research carried out at the Jet Propulsion Laboratory, California
Institute of Technology, under contract sponsored by the National Aeronautics and Space Administration
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projects, flight radio science, radio and radar astronomy, very long baseline interferometry, geodynamic
measurements and search for gravitational waves.

The frequency distribution system at the DSN complex at Goldstone, California must distribute
reference frequencies generated by a hydrogen maser over distances as great as 30 km. The 100 MHz
signal generated by the maser typically has an Allan deviation of 1 part in 10-15 for 1000 seconds
averaging times. To ensure minimal degradation of the reference signal, the distribution system should
be at least ten times more stable than the frequency standard. With expected future improvements
in frequency standards, even greater stability of the distribution system will be necessary.

There are two basic limitations in frequency distribution systems. The first is a distance limitation
set by the signal-to-noise-ratio (SNR) of the received signal. The SNR is limited by the amount of
available input power from the frequency source and the loss in the distribution system. The second
limitation is the degradation of the frequency stability due to variations in the group delay of the
signal as it is transmitted through the medium. The variations in group delay are caused by physical
changes in the transmission medium. A constant rate of change in group delay does not effect the
frequency stability, but a change in the rate of group delay does degrade the frequency stability. This
is shown in the following equation:

d(A f) = f (1)

dt dt2

where D is the group delay, Af is the frequency offset and f is the transmitted frequency. Varia-

tions in group delay are due primarily to temperature changes in the transmission medium. Thus they

can be reduced by decreasing the temperature change, increasing the time constant of the medium,
by choosing a medium with a small thermal coefficient of delay (TCD), or by the use of optical and
electronic feedback.

Previous Vs. Current Frequency Distribution Systems

As previously stated, frequency distribution systems have been primarily limited by the distance
allowable for distribution and the effects of changing group delay. Coaxial distribution systems are

especially subject to these limitations. The loss in 7/8 inch diameter coaxial cable at 100 MHz is
0.5 dB/100 ft and the TCD is greater than 15 ppm/°C at 25°C. The transmission length required to
transmit a certain input power through a transmission medium and maintain a certain SNR is given

by,

Pin - SNR + 204
32.81a

where,

L = Length in kilometers

Pin :- Input power in dBW

SNR = signal-to-noise ratio in dB

S- cable attenuation in dB/100 ft.

Thus, with I kilowatt of input signal power, a 100 MHz reference signal can only be distributed 7
km and maintain a SNR of 120 dB, the level required by the fiber optic link. This assumes a thermal

noise power in a matched load resistance at 300'K of -204 dBW/Hz.
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Microwave distribution systems have also been used in the complex at Goldstone, California. Mi-
crowave distribution systems have shortcomings in that they are highly susceptible to interference and
require large input powers and repeaters to go several kilometers. Because of the limited bandwidth
of microwave systems, the 100 MHz signal cannot be transmitted over microwave links directly.

Fiber optic cable is the best distribution medium for transmitting precise reference frequencies.
The loss in typical fiber optic cable is less than 0.5 dB/Km at the optical wavelength of 1300 nm. A
typical laser transmitter puts out 0 dBm and is attenuated less than 11 dB over 22 Km. Standard
single mode fiber optic cable has a TCD of 7 ppm/*C making it less susceptible to temperature
changes than coaxial cable. The fiber optic cable used at the Goldstone complex is buried 1.5 m
under the ground, making the fiber quite insensitive to diurnal temperature changes. Fiber optic
cable has the additional advantages that the fiber is insensitive to electromagnetic interference (EMI)
and radio frequency (RFI) and can be made less sensitive to microphonics using an optical isolator
between the laser transmitter and the fiber optic cable. An additional advantage of fiber optic cable
as the transmission medium is that the superior performance of the optical components make it quite
practical to transmit the signal simultaneously in both directions in the same fiber. This proves to be
a key factor in actively stabilizing the distribution system.

Active Stabilization Of A Fiber Optic Frequency Distribution Sys-
tem

Passive stabilization of fiber optic transmission links, such as burial of the cable, is not sufficient for
maintaining stabilities in the range required for many applications. When stabilities higher than a
part in 1015 are required the link must be actively stabilized.

The phase conjugator is the key element of the actively controlled fiber optic distribution system.
The frequency distribution system consists of a reference unit, containing the frequency standard, and
a remote unit, where the frequency standard is to be transmitted. The method for actively controlling
the phase variations in the fiber is based on maintaining a constant phase relation between the input

phase and the phase of the received signal.
A signal passing through the fiber optic cable in both directions experiences identical delay in the

two directions. The midpoint of the signal is at the far end of the cable and experiences exactly half
of the round trip delay. If the phases of the transmitted and received signals at the reference end of
the cable are conjugate, the phase at the remote end is independent of phase delays in the medium
(see Figure 1). An electronic device that detects the phases of the transmitted and received signals
at the input to the fiber and adds enough phase to maintain conjugation is called a phase conjugator

(see Figure 2).
The reference unit consists of the frequency standard, the phase conjugator, a fiber optic transmit-

ter, a fiber optic receiver, an optical coupler and a phase-lock loop (PLL) (see Figure 3). The remote
unit consists of a 50/50 mirror, a fiber optic receiver and a PLL.

The phase conjugator compares the phase of the transmitted and received signals in the reference
unit and an error voltage derived from the phased difference is used to control a voltage-controlled
oscillator (VCO) (see Figure 4). The particular design of this phase conjugator requires a 100 MHz
reference signal and a 20 MHz auxiliary signal. A previous design used a single 100 MHz reference
signal, but required two precisely matched phase detectors and tightly controlled signal levels. By
using the 20 MHz auxiliary signal, a single phase detector can be used to measure phase error.

The 100 MHz signal and the 20 MHz signals are multiplied together in mixer M1 to produce 80
MHz and 120 MHz signals. A power splitter (Si) separates the signal out of the mixer (Ml) into two
signal paths. Band pass filters in each signal path separate the 80 MHz and 120 MHz signals. The 80



MHz signal and the 100 MHz signal from the VCO are multiplied in mixer (M2) to produce a 20 MHz
intermediate (IF) signal. The 20 MHz IF signal contains the instantaneous phase difference between
the VCO signal and the 80 MHz signal.

The 120 MHz signal and the 100 MHz signal reflected from the remote unit are multiplied together
in mixer (M3) to produce another IF signal. This 20 MHz IF signal contains the instantaneous phase
difference between the reflected signal (100 MHz) and the 120 MHz signal.

The phase detector (PD) receives the two 20 MHz IF signals and produces an error voltage that is
proportional to the phase difference between them. The error voltage is applied to the VCO control
input through the inner loop filter (ILF). Delay changes in the fiber optic cable result in changes in
the control voltage. This voltage controls the phase of the VCO relative to the reference 100 MHz

signal.
The output of the VCO is divided into two signals in the RF power splitter (S2). One of the

signals is received by mixer M2 and the other modulates the optical carrier emitted from the laser
transmitter.

The modulated optical signal is transmitted to the remote unit through the optical coupler. The
50/50 mirror at the remote unit reflects half of the optical signal back toward the reference unit while
the other half passes through the mirror to the optical receiver. The receiver demodulates the optical
signal and amplifies the resulting 100 MHz RF signal. A PLL filters the signal to be used at the
remote unit. The reflected optical signal returns to the reference unit where it passes through the
optical coupler and is detected by another optical receiver. This signal is also filtered by another PLL
and provides a constant amplitude signal into mixer M3. With the signal back at the reference unit,
the system loop is closed.

Stabilizer Te--t Setup

The latest version of the stabilizer consists of each element packaged in an aluminum shield box with
60 dB of power supply filtering. A new laser that is less sensitive to refections back into the laser was
also used. The 80 MHz and 120 MHz band pass filters were also improved.

The stabilizer does require initialization using a manual phase shifter (see Figure 4). The phase
shifter is used to compensate for the delays in the fiber optic transmitter and fiber optic receiver, to
ensure that the phases of the transmitted and received signals are conjugate at the input to the fiber.

The stabilizer was tested with a 4 km link of fiber which was placed on a fiber optic test rack (see
Figure 5). The test rack allows better air circulation and thus a shorter time constant for our tests.
The entire rack was placed in a test chamber where the humidity, temperature, and pressure could
be varied. The temperature in the chamber was varied in temperature steps of various sizes and over
various time intervals. The phase at the receiver and the transmitter in the reference unit and the
phase at the remote unit receiver were compared to the 100 MHz reference signal (see Figure 6).

Results

Several tests were performed with the stabilizer. By measuring the response of the stabilizer to a step
change in temperature and to a linear variation in temperature, the correction factor of the stabilizer
was determined. For a step change in temperature from 15'C to 35°C, the phase at the transmitter
and receiver in the reference unit changed by 90 degrees and the phase at the remote unit changed by
about 2 degrees, thus the stabilizer provided a 45 times improvement (see Figure 7). The glitch in the
curve is probably due to optical leakage of the 100 MHz through the coupler directly into the reference
unit receiver, causing a cross modulation of the leakage signal and the reflected signal. If the results
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of this experiment are considered over the first hour, the reference phases changed by 25 degrees while
the remote phase changed by 0.5 degrees, for a 50 times improvement (see Figure 8). Results from
the test with a linear change in temperature show 20 degrees of phase change at the reference unit
and 0.1 degrees of phase change at the remote unit, resulting in a 200 times improvement (see Figure
9). The ripple effect in the remote unit phase is probably due to reflections from the end of the fiber
into the fiber optic transmitter. With more optical isolation this effect should be reduced.

Future Improvements

The results of initial tests on the stabilizer are encouraging. The factor of 10 times reduction in
phase variations with the stabilizer seems to be readily attainable, with potential for even greater
improvements. New tests with a sinusoidal variation in temperature over diurnal time periods need
to be performed to simulate more realistic time and temperature variations. Current tests have put
the stabilizer through conditions too severe to realistically simulate field conditions.

The first step in improving the stabilizer is to reduce the losses in the system. Once losses are
reduced, the return signal will be much larger than the leakage signal through the coupler. Specifically
if the return signal is 40 dB greater than the leakage signal, the resulting phase variation will be 0.57
degrees. By reducing the losses and making the return signal 60 dB greater than the leakage signal,
the resulting phase variation will be 0.057 degrees.

After the losses have been reduced any further problems with leakage may be eliminated by using
techniques such as transmitter/receiver switching. By not allowing the transmitter and receiver to be
on at the same time eliminates the interference problem of the leakage signal.

Conclusion

A method of active stabilization of frequencies distributed over fiber optic cable has been demonstrated
and proves to be more than adequate for current frequency standards and distribution lengths. Current
frequency standards require a ten times reduction in phase variations, and the described stabilizer
provides at least 40 times reduction over a 4 Km link. Theoretical calculations predict phase reduction
factors of 500 will be attainable by reducing optical losses and leakage.
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THE SYSTEM DESIGN OF 100MHz NEW FREQUENCY

STANDARD WITH AN EXCELLENT BEHAVIOR

Mao Ruida and Wang Xiaohua

Beijing Institute of Radio Metology and Measurement

ABSTRACT

The purpose of this paper is to analyze a system which uses a passive quartz resonator as

its frequency reference , an assemble system design approach has been proposed which uses

both phase-lock and frequency-lock techniques to obtain an optimum transfering of fre-

quency stability of the reference signal by selecting the optimal bandwidth. The phase noise of

100MHz assemble system output can be below -120dB/Hz near carrier 10Hz, the corre

sponding frequency stability for sample time over one second can be finally improved to

ry(r) = 2- 3 x 10-13(T Is). Theoretical analysis and system design on 5MHz frequency-lock

loop and 100MHz phase-lock loop have been proposed in this paper, some experimental re-

sults have also been given.

INTRODUCTION

The inhcrent noise of the best quartz resonator is indeed much lower than that of the crystal

oscillator using this resonator. This paper is intended to have an analysis on 100MHz PLL and 5MHz

FLLusing quartz resonator as frequency reference. In terms of the given phase noise spectrum of

quartz resonator S0,(f), 5MHz VCXO S.qi(f) and 100MHz VCXO S.q2(fA, the optimal noise bandwidth

for these two loops can be dctermined,and the output signal can be obtained which has superior frcquen-

cy stability over a wide range of sample time.

It is estimated that the ultimate performance of the above system can be comparable to that of the

Rb 8 7mascr when sample time is over one second, and the system can also get excellent pcrformance in

millisecond-levcl by a built-in high power low noise crystal oscillator which has an Allan Variance of'

a Y(T) = 5 x 10-12 / Ims. By using phase-lock tcchniguc, the phase noise of 100MHz system output can be

bclow-I20dB / 1-lz near carrier 10Hz.

A simple and effective method of dcterming the optimal loop bandwidth is to use the given S,(f)

curves in the engineering. The expecting result can be achieved by simulating calculation and experiments.

5MHz FREQUENCY LOCK SYSTEM

The system block diagram is shown in Figure 1. Similar to the system scheme of superconducting

-cavity stabilized oscillator. The 5MHz crystal oscillator output is phase modulated at 1KHz prior to re,

flcction from the resonator. When the frequency of the incident carrier is close to the resonant frcqucncy



of the passive quartz resonator, the carrier and phase modulated sidebands are reflected from the

resonator. This result to the conversion of some of the incident signal into an amplitude modulated re-

flected signal which is detected with a low noise square law detector. After AC amplified, the AC-error

signal is applied to the synchronous detector, the output of the synchronous detector is a voltage propor-

tional to the difference between the crystal oscillator frequency and the passive resonant frequency. After

DC amplifier, filtering, the voltage is fed back to the varactor input of the 5MHz crystal oscillator.

The bandwidth of the quartz resonator at half power is f, = fo / 20L where QLand f0 are quality

factor and the center frequency of the quartz resonator respectively.

It can be proved that the above system is an equivalent frequency discrimination serve system which

has the following advantages:

1. For the carrier and phase modulated sides travel along the same transmission line, the variation of

transmission length has the same effect on carrier and phase modulated sides, after the square

law detector, the effection can be compensated.

2. The input signal to square law detector is obtained by the reflection from the quartz resonator

instead of the transmission, the modulation frequency can be selected much more than the half

bandwidth of the quartz resonator. Thus the feedback gain may be made very large, limited only

by noise in electronic components in the loop and drift in DC amplifier.

3. To obtain the best long-term frequency stability, the quartz resonator can work at the optimal

power assumption.

We have derived that when carrier frequency cor satisfies awc-w 0 <<(oB, the AC-error signal is pro-

portional to (~ce-co 0), the sensitivity of the equivalent frequency discriminator is:

V 00 K~c
S= -4aRP 2 0 a (1)

Iv00  E a
Where:

a is the current sensitivity of the detected diode.

Pc is the incident carrier power.

V1  is the incident carrier amplitude.

V2  is the amplitude of the first pair of the phase-modulated sidebands.

00 is the unloaded quality factor.

0 is the external quality factor.

K c is the gain of the AC amplifier.

I is the efficiency of the synchronous detector.

If the frequency fluctuation of 5MHz crystal oscillator is taken into account , we can derive that the

equivalent frequency discriminator represent a frequency response function of a single-pole low-pass fil-

ter to the noise ofdiffercnt frequency. Then the open loop transfer function can be written as:

HO(s) = GOD(s)F(s) (2)

Where:
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1+ (2)/
0jB

D(s) is called the normalized transfer function for the equivalent frequency

discriminator.

F(s) is the transfer function of all other components.

Go  is the overall gain.

In our system, the other electronic components in the serve loop have been designed so the F(s) is
mainly determined by the active filter in DC amplifier. The isolation amplifier, preamplifier, and

.)ynclionous detector all contribute negligibly to F(s).

The close loop transfer function is :
H(s) = H (s) G 0 D(s)F(s) (4)

1 + Ho(S) I + GoD(s)F(s)

Actually, the noise in every components in the loop will have an effect on the output frequency stabil-

ity. If these effections are considered.Wc get the equivalent noise model for the serve system which is

shown in Figure 2.

In which: Awo. and Awen represent the frequency fluctuation of the quartz resonator and the crys-

tal oscillator respectively.Vn, respesent the output noise voltage of the frequency discriminator.Vn 2

represent the input noise voltage of the loop filter. Awopn and Ao 1in represent the frequency fluctuation of

the phase modulator and the isolation amplifier respectively.

Since these noise are random and independent from each other, The relative frequency fluctuation of

the output signal is determined by the addition of the individual frequency fluctuation.

S L (f)= = S(f)IHL(s)12 + [Si ,(f) + Sr, (f)]IHL(s) 2 ± [S, Or) + S (f)].

K K d K ,F(s) 2(

I +sdKdK D(s)F(s)(5)

where:
H S dK KD(s)F(s)

SL(S) + SdK K D(s)F(s)  (6)

I(S) = (7H 1(s d K + S K D(s)F(s) (7)

From (5) we concluded that the close-loop system has a low-pass filter characteristics to the noise of

passive quartz resonator and other loop elements, and a high-pass filter characteristics to the noise of'

VCXO. So the superior frequency stability of the close-loop system output can be obtained by selecting

the optimal loop Lindwidth.

100MtIZ PHASE LOCK SYSTEM

The system block diagram is shown in Figure 3. The VHF voltage controlled oscillator is
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phase-locked by an error signal, and the 5MHz FLL output is frequency multiplied by a low noise

multiplier and phase detected with a VCXO in quadrature. Such a PLL is designed mainly for improving

both the long-term and short-term frequency stability of the VHF VCXO. When the loop is locked. The

output signal of VCXO will contain various random phase noise. Of these noises some are from the

5MHz reference sourse S,(f). Other are caused by the inherent noise of S (f), the operational amplifi-

er noise S ka(f), phase discriminator noise and so on. For simplicy these different noises are added in

their corresponding loops respectively. The equivalent noise model of the PLL is shown in Figure 4.

From this noise model, the output signal noise power spectrum can be expressed as:
Sk 2(f 2

SfI (f)= [n2 , (f) f)+- S ( K 2 IIHL(S )1 + S (f )IH,(S )12 (8)

where HE(S) is the loop transfer function:
K dK K,, F(s)

L S+K dKK oF(s) (9)

HH(s) = 1 - HL(s) (10)

If each element of this loop is carefully designed, its introduced noise can be ignored. The output of

the locked crystal oscillator is expressed as:
L 2f 12

,''(f)=n L,4 (f)1HL(S)I 2 +S , (f)UHH(S) ( )

Supose the noise power spectrum Sb,(o and Sq(f) for the reference sourse and VCXO arc given

respectively, the optimal loop bandwidth BLof the PLL can be obtained by graphic method. Generally,

we consider the crosspoint of the two curves S.,(f) and S,,(f) as the optimal value of a),. In our system,

two-ordcr active Filter is adopted and the loop parameters R 1, R 2, RF' C and KF(o) can be easily cal-

culated.

At prcscnt, the noise power spectrum of 5MHz quartz rcsonator S,,(f), 5MHz VCXO Sql(f, and

100MItz VCXO S, 2(0 can be made:

S ) -2 x 10 13f-3 + 10-19
0 f-

2

Sq l(f)= 10 - 1.3f-3 + 10
- 17.4

S 2(f)= 10 - f-3 + 10 -12.f-I + 1 0 -16.0

Using the above FLL and PLL serve system, and the loop elements being low noise designed, the

phase noise of 100MHz system output near carrier 10Hz can be expected below -120dB/Hz, and

-137dB/Hzncarcarricr 100Hz, the background noise remains -160dB/ Hz.

Now, both 5MHz FLL and 100Mhlz P.L system have been developed in our institute, and allthe

loop elements in these two serve system are made by ourseif. Experiments showed that the above system

approach is visible, and the long term frcquency stability of the 100MHz output signal can be finally im-

proved by a factor of 100. The short-term frequency stability can be made to 6,(T): 2- 3 x 10-13(;

Is), 3 x 10-''(r= lms).Further research work is going to be done.
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CONCLUSION

An assemble system design approach has been proposed which uses both phase lock and frequc:icv

lock technigues to obtain an optimal transfering of frequency reference.So that the output frequency of

this system would have an excellent behavior within a large extent.

The ultimate performance of such a system is to have a gooj r7ucncy stability for sample time

from Ims to 100s. A simple and effective method of determing the optimal loop bandwidth is to use the

given S,,(f) curves in the engincering.The expecting result can be achieved by simulating calculation.
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MINIMIZATION TECHNIQUE.*
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Abstract

In an effort to improve the long term stability of Cesium beam standards available
on the market a full accuracy analysis of such devices was carried out in recent years.
The outcome has been published in various papers.

According to this analysis, and to measurements which have been taken to confirm
it, microwave power sensitivity seems to be the most relevant parameter as far as long
term stability is concerned. Power insensitive settings have been shown to exist, and
a number of standards have been singularly analyzed and aligned in such a way as to
minimize their power sensitivity.

In this paper the principles of this technique are reviewed and long term stability
results are summarized for several standards kept in different environments. A dis-
cussion is also given of the validity of this technique for the improvement of long term
stability in Cesium beam standards.

Introduction

It is known that commercially available Cesium beam standards show often frequency variations, for
long averaging times, greater than expected from the shot noise of the beam. The latter appears in
a11(r) plots as the expected and well understood white frequency noise section, with r- 1/2 slope at
short term, which at long term is usually overcome by less well understood random walk and/or flicker
processes, as mentioned above. The occurrence of such long term frequency variations can be directly
related to the inaccuracy of the standard. In fact it is only through long term changes of existing
biases that processes other than the shot noise of the beam can affect the frequency. These changes
can be induced by variations of beam, electronics or environmental conditions.

In order to understand and possibly correct this problem it is therefore necessary to study the
accuracy of the whole system and describe its various biases, so that they can be reduced or at least
made insensitive to whatever parameters affect them most. This has been done, and the most relevant
biases in well built commercial standards, besides the C-field bias, which is clearly the biggest, but
is very stable in normal operating conditions) turned out to be Rabi pulling and cavity pulling [1,2].
Both these effects are equivalent in one way or another to a power dependent background slope, near

*This work was supported by the National Bureau of Standards, by the US Naval Observatory and by the US Air
Force.
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center frequency, in the beam CW signal vs. excitation frequency plot. This gives a power dependent
error signal at center frequency when modulation is on, which in turn produces a power dependent
offset in the output frequency when the servo loop is closed. As a result the most relevant factor
in determining variations of these biases is the instability of the microwave power used to excite the
atomic transition [2].

All other bias effects known to exist, including cavity phase shift and 2nd order Doppler shift, do
not contribute to power shifts in a relevant way [1,2].

Theoretical and experimental studies have been carried out on both cavity pulling and Rabi pulling
for existing standards. These studies have shown that:

1) Rabi Pulling is an oscillating function of the C-field, and a number of field values exist for which
this effect vanishes [3]. Power sensitivity is also an oscillating function of C-field, and shows
vanishing points if the cavity is not badly mistuned [4-6], although the period of the oscillations

can not always be explained with the simple theory of [3].

2) When the cavity is carefully tuned the zero crossing points of Rabi pulling coincide with the
zero power sensitivity points; if it is slightly mistuned the field values at which power sensitivity
vanishes are accordingly displaced in a predictable way [6].

3) Temperature and humidity coefficients and long term stability depend on power sensitivity, and
are greatly improved by operation at a power insensitive point [4-7].

These studies confirm the relevance of power sensitivity and that accuracy (i.e. the reduction of
biases, at least the power sensitive ones) is the key to long term stability. It appears therefore possible
to obtain better long term performances from Cs standards by either stabilizing the power or operating
at a zero power sensitivity point. This work analyzes the second solution.

The fact that the existing theory not always predicts accurately the shape of the power sensitivity
curve, in particular the oscillation period (it seems that it is the role played by e transitions which is
in some cases yet to be understood), does not prevent experimental determination of the field values
for which the power sensitivity vanishes. It is therefore always possible to pursue its optimization with
a tune-up routine involving solely power shift measurements and tweaking of C-field and microwave
cavity.

This paper is a review of the results obtained so far with this approach. Two variations have
been tried in following it. One was to tune the cavity close enough to perfect tuning to make sure
that zero crossings exist, and tweak the C-field onto one of them. The advantage of this is that it is
easy to reduce power sensitivity well below 10- 13/dB. The other was to try and balance power shifts
near an extreme of the Rabi pulling curve. The advantage of this was thought to be that variations
of the Rabi pulling curve would in this case reintroduce power sensitivity only in the second order.
Results obtained with either technique are reported here and seem promising, particularly when the
first approach was used.

Review of results

Six clocks were realigned between the spring of 1986 and the fall of 1988 following the philosophy
outlined above. Five of them were HP standards option 004, employing a double beam tube (the so
called supertube), and one was an FTS standard. All were measured for long term stability in the
initial state, for later reference, then analyzed more or less in depth prior to realignment. The purpose
of this analysis was either to simply identify a zero crossing or also to improve the understanding of
the different bias effects, their reciprocal importance and their power dependence. Useful information

42



was acquired along the way toward the task of describing a suitable alignment procedure which would
make use of the newly gained knowledge. A number of long runs were taken at what were considered
interesting set points in order to get information on the long term stability obtained with the alignment
considered. Most runs were taken with good temperature control. Some of the a. (r) plots are reported
here.

In some cases work had to be performed on the tuning of the microwave source (the SRD stage
which constitutes the final step of the frequency multiplier), in order to improve stability with tem-
perature and time of its output power, so that the requirements on power sensitivity of the standard
would be relaxed.

For two HP standards a balance was sought of the power shifts due to Rabi pulling and to cavity
pulling. As shown below, results obtained in this way were good, but not exceptional. All the other
standards were set at a zero crossing of power sensitivity. The best long term stabilities were obtained
in this way.

No fundamental difference was found between standards from the two different manufacturers
in C-field periodicity and relevance of power sensitivity for long term stability. This is interesting
because the electronics are based on very different design approaches in the two cases, and the servo
loop modulation in particular does influence value and power sensitivity of bias effects [3,9].

In the following, numbers 1 through 6 will be used to identify the standards which have been
worked on. Their manufacturer's serial numbers are given in [10] together with property indications.

Clock #1 was received from USNO in March 1986 and shipped back in September 1987 upon
tube failure. After the reference long term stability run a first quick overview of the power shift curve
vs C-field was done with an external microwave source which made use of a Gunn oscillator for power
availability. The Gunn was phase locked on Cs frequency to the output of an external synthesis chain
similar to the internal one. The following long term run at a C-field where a zero power sensitivity
was found with this set-up showed that cavity pulling was important and that power sensitivity
should therefore be measured with the same microwave structure used in operation. The following
months were dedicated to understanding in detail the role of cavity pulling, acquiring an accurate
power sensitivity curve with the cavity well tuned, and taking measurements of long term stability
and temperature coefficient at different power sensitivity points. The standard was then aligned at
best at a zero crossing of power sensitivity at 39 kHz, and a long term stability measurement was
taken. Subsequently the C-field was moved to 38.8 kHz in order to gain information on how critical
the setting really is. Results relative to this standard are reported in fig. 1 through 4. In fig.1 the
power sensitivity curve is shown as measured with the cavity well tuned. In fig.2 are reported the
Oay(r) plots vs ATI of the standard before any work was done on it (fig.2a), at the 39 kHz zero crossing
(fig.2b), and 200 Hz away from the zero crossing (fig.2c). It appears that great improvements in long
term stability can be obtained by reducing the power sensitivity of a standard, and that for the best
results knowledge of the actual zero crossing C-field and realization of the same are quite critical. In
fig.3 a plot is shown of the measured long term stability vs power sen3itivity, and in fig.4 is a similar
plot for temperature sensitivity. The reason why the latter seems to have a limitation for low values
is not clear. Most of these results were already reported in [4-6]. Measurements of 2g flip frequency
variations were also taken close to zero crossing, they did suggest the existence of an effect, but the
results were not conclusive enough to justify reporting at the time.

Clock #2 was received from USNO in May 1986 and shipped back in January 1988 upon tube
failure. It was then received again with a new tube in July 1988 for further research. A similar routine
was initially followed as for #1, except that the power sensitivity curve was not studied as exhaustively.
Instead, efforts were concentrated in optimizing the power stability and determining carefully the
position of the zero crossings. Temperature sensitivity at different points was also measured for this
standard, as well as frequency variations for 2g flips. The power sensitivity curve was found not to
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be too different from that of #1, and results for TempCo and 2g flips were also similar. In fig.5 a(r)
plots are shown for the reference run (fig.5a) taken before work was started, and for the run taken at
the zero crossing at 38.9 kHz after realignment (fig.5b). The latter stability curve is relative to the
initial 60 days period of the run, when the clock was not weighed in the time scale. During this time
no deviation from a white frequency noise process was observed down to the middle 10-15. Because
the standard was performing so well the run was continued to gain information on the long term
changes that the set point may undergo. After roughly six months of exceptionally stable behaviour
a frequency step of 6 x 10-14 was observed. Shortly thereafter a loop adjustment was made (the
frequency change was 1.5 X 10- 14) and the power sensitivity was remeasured (it turned out to be
about 1.5 x 10- 14, with an uncertainty of 1 x 10-14). The stability in the following two months was
not as good as in the previous period, as it seemed to start flickering in the high 15s. Tube failure
followed soon, and when the clock was received with a new tube an extensive analysis was initiated
aimed at understanding what the accuracy of a standard of this type could be. A zero crossing very
close to the 39 kHz one of the previous tube was then identified, and another long term run will be
taken before this clock is shipped back.

Clock #3 was received from USNO in October 1986 and is still being observed at NBS as of this
late 1988. The microwave source was not properly working when the standard was received and it
had to be retuned. After the reference long term stability run was taken for later reference, power
sensitivity was measured to be about 1 X 10- 13 per dB at the initial operating point. The standard
in fact was performing very well, as is shown in fig.6a. It seemed to be a good idea to try on it a
compensation between the power shifts caused by Rabi pulling and cavity pulling. A long run was also
taken, at a tuning for which power sensitivity was a few parts in 101 3/dB, with the microwave source
not tuned up for best stability. The av(r) plot relative to this run is shown in fig.6b. The relevance of
power stability and power sensitivity is dramatically underlined by it. With the power source finally
stable, and the sensitivity compensated at best, the clock was then kept in observation for a long
period to gain insight on the validity of the technique. The stability plot relative to the first 60 days
of this run is shown in fig.6c. A slight improvement can be noticed from the initial setting, perhaps a
factor of two in long term stability. This corresponds to the measured power sensitivity improvement.
It must be pointed out that applying this technique is made awkward by the trial and error process
involved. It appears that smaller power sensitivities can be more easily obtained by looking for a zero
crossing. The humidity coefficient after tune-up was also measured for this clock as part of a survey
that was carried out at NBS early this year on several standards and reported in [8]. Its coefficient
turned out to be -1.6 :.. 10-/%, a factor of three smaller than the average of the other clocks. It
seems safe to assume that the effect of humidity on the output frequency would come from power
variations. These could be caused for example by variations in temperature of the microwave source
due to redistributions of the thermal paths.

Clock #4 was available only for a ten days in August 1987, from Falcon Air Force Basis, in
Colorado Springs, and was realigned at a zero crossing of power sensitivity at 43.06 kHz. The residual
power shift at that point was less than 3 x 10- 14 /dB. It must be noticed that the Rabi pulling curve
was very different in this tube from the one of #1 and #2. No long term run was taken at NBS before
or after tweaking. The data taken prior to realignment show a flicker floor in long term stability worse

than 10- 13 relative to the USNO reference. After realignment of the C-field the long term stability
was consistently about 2 x 10- 14 relative to the same reference (see for example fig.7), even after
several on-off cycles of the supply power. It is to be underlined that the environment around this unit
was not stabilized in any way during the observation period, which put the peak to peak temperature
variations in the range of several degrees centigrade and the humidity range from 30 to 50%, as shown
in fig.8a and 8b. Still the standard performed at the 2 x 10- 14 level.

Clock #5 was carried to NBS by USNO personnel in September 1987, and was worked on for
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5 days before being carried back to USNO. No long term data are available for the clock before
realignment, as the tube had just been changed. The technique used in this case was the one seeking
balance between power shifts, but the time available was not enough to complete a satisfactory job.
As a result the residual sensitivity was about 1 x 10-13 /dB, which would yield a long term stability
in the middle 14s with a stable microwave power source.

Clock #6 is an FTS clock, and was analyzed at the Aerospace Corp. with an automatic measure-
ment system. The power sensitivity curve obtained is shown in fig.9. The curve does not substantially
differ from that of HP tubes, although it seems to die out faster at high C-fields. The uncertainty in
these measurements is too big to determine the zero crossing points with the precision necessary to
guarantee high long term stability. However no further testing was done. Two runs at the Zeeman
frequencies indicated in fig.9 are being taken at NBS starting last October 10. The stability corre-
sponding to the point at 37 kHz as obtained from the initial 20 days of the present run is shown in
fig.10. The 20 days run taken at 44 kHz appeared to yield a stability floor around 10-13.

Conclusions

A review of the work performed in the last three years on the improvement of long term stability
in Cesium beam standards by the power minimization technique, and a first account of the results
obtained shows that indeed power sensitivity is the single most important parameter in determining
the level of the observed flicker and random walk processes. Since other parameters are much less
important it turns out to be possible to improve long term stability either by stabilizing the power
or by reducing the sensitivity. Environmental sensitivity is also reduced in this way. Setting the
C-field very close to a zero crossing of power sensitivity appears to be an easier and more effective
technique than trying to compensate the shifts due to different effects. Finding a zero crossing with
sufficient precision and realigning a standard requires approximately two weeks in the present state of
development with the equipment used in this work.

Potential shortcomings of using this technique as a solution to the long term stability problem are
the following:

1) The position of power insensitive points is velocity distribution dependent. Because of this
it may vary with small changes in the beam optics (related to mechanical stress or deflecting
magnets relaxation), with the direction of the gravitational field, and obviously from tube to
tube. Therefore a standard should sit in the position in which it was tweaked, with respect to
the gravitational field, and that it must be realigned whenever the Cesium tube is substituted
due to end of its life.

2) Operation at a particular Zeeman frequency is required. If the synthesizer is not readjusted this
may impose an offset in the output frequency which may not be acceptable to some users. Even
when the offset is acceptable, or the synthesizer is readjusted to match the new C-field, this fact
inhibits the freedom of tuning the output of the standard by acting on the C-field.

3) Once the standard is carefully aligned, power sensitivity can be reintroduced during the life of
the tube by variations in time, due to the environment or to ageing, in anything that contributes
to the alignment of the C-field with the power insensitive points. Examples of such variables
are C-field current, cavity tuning and any velocity distribution determining element mentioned
above.
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THE CIVIL GPS SERVICE

W. J. Klepczynski & L. G. Charron
U. S. Naval Observatory
Washington, DC 20392

Abstract

This paper will summarize the efforts which have been made to facilitate the es-
tablishment of a Civil GPS Service. Because there is very little definitive information
currently available, the paper will highlight some of the activities which have taken
place. Those items of interest to the PTTI community will be stressed.

INTRODUCTION TO THE CIVIL GPS SERVICE (CGS)

The Air Force has stated that it will have no resources available for the distribution of data in
support of civil users when the GPS system becomes operational. Recognizing that there is a group
of civilian users who now get the information they need for planning and for reducing special series
of observations from contacts at the GPS Master Control Station (MCS), the Air Force has made a
special effort to assist the civilian community in organizing for the time when the present channels of
data distribution will be transferred to a single channel within the ORMS (Operational Status and
Capability [OPSCAP] Reporting and Management System). The ORMS will be the primary means
of distributing GPS data to the military community. It will also be the means by which selected GPS
data will be distributed to the the civil community.

In 1986, the Air Force issued a contract to the Applied Research Laboratories of the University of
Texas (ARL-UT) to help study the problem. What is presented here is a synopsis of what happened
under that study and what has occurred since the study was published [1]. As an outgrowth of that
study, the Civil GPS Service (CGS) was established. It has the overall administrative responsibility
for providing information and data to the civil community. The Civil GPS Information Center (CGIC)
will acquire and disseminate the information.

There is not much which can be said definitively at this time on either the CGS or the CGIC.
Plans for both are still in a state of flux. While the Department of Transportation (DoT) has agreed
to be the lead Department in establishing the CGS, no Agency within the DoT has yet been tasked
with its operation. What will be required of the CGIC is still being discussed.

CGS STEERING COMMITTEE

In December, 1986, after consulting with many members of the GPS user community, one of the first
things which ARL-UT did was to recommend the establishment of a Steering Committee for the Civil
GPS Service. The charter (Figure 1) for the Steering Committee consisted of 2 main responsibilities.
The first was to consider and review the system design of the Civil GPS Information Center, the
primary vehicle for the acquisition and distribution of GPS data to the civilian community. The
next was to review the administrative structure of the CGS itself. It was thought best that the
Steering Committee meet quarterly and that it initially be chaired by someone from the Department
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of Defense (DoD). The composition of the initial 18 member Steering Committee was 10 members from
either the military or civilians associated with military organizations and 8 representatives from other
civilian government agencies, universities and private organizations. Figure 2 outlines the organizations
represented by these people.

As the members became more familiar with the concepts involved during the following year, it
was thought best to have a chairperson from the civil, rather than from the military community.
The committee determined that the Department of Transportation (DoT), as part of its civil radio
navigation responsibilities, was best suited to undertake the CGS function. The DoT concurred.
During the transition period, the CGS Steering Committee was co-chaired by a representative of DoD
and DoT. Early in 1988, the transition was complete and David Scull, Research and Special Projects
Administration (RSPA), DoT, was named sole Chairperson of the Steering Committee.

The items discussed under the charter for the Steering Committee were varied (Figure 3). Some

of the issues which dealt with the Administrative Structure of the CGS were the concern of the CGS:
to interact smoothly with civil GPS users and the Air Force GPS administration; to be an advocate
for civil use of GPS; and to deal with liability concerns. In fact, this last issue may turn out to be one
of the greatest impediments to be overcome by the CGS.

With regard to the CGIC, the possibility of using an existing GPS data base as an interim,

demonstration system was also considered. There were also lively discussions on the impact of GPS
Security Policy on the data provided to the CGIC by ORMS. This led to a proposal that Selective

Availability not be done to at least one satellite in response to the wishes of the PTTI community.
More will be said on this proposal later.

Figure 4, taken from Reference 1, gives a possible depiction of the envisioned CGS. The CGS

oversees the CGIC and interacts with GPS Management and the Civilian User Community. The
CGIC receives GPS data from the ORMS and distributes it to the Civilian User Community. It will
also receive GPS data from any other additional sources that provide it. Because it may not be able
to verify or guarantee the accuracy and precision of all this data, the question of liability arose.

An additional consideration is the provision of information to the civil user who has been granted
access to the non-degraded signal. This may possibly require another layer in the structure of the
CG IC.

CGS USER SURVEY

Concurrent with the formation of the Steering Committee, ARL-UT proceeded to prepare a user
survey which was issued during the summer of 1987. The survey was an attempt to assess user
requirements and determine the methods the civilian community preferred for acquiring and dissemi-
nating data. In the Fall, a User Workshop was held in conjunction with the First Technical Symposium
of the Satellite Division of the Institute of Navigation at Colorado Springs, CO, to discuss the results.

There were 178 responses to this CGS User Survey. Of them, 55% were from domestic users
and 45% from foreign users. Most of those who responded had requirements for some form of GPS
data either daily or weekly. Obviously, all those who responded were experienced GPS users. It was
impossible to identify and send the survey to probable GPS users even though some groups were
identified as potential users.

There seemed to be an equal division among users who required pre-event data, real-time data
and those who needed after-the-fact data within a week or two. In response to the question on how
the user would prefer to receive needed GPS data, computer modems and publications were the choice
of about 50% of the respondents. Machine readable disks and tapes were also desired. There was also
a strong interest in voice recordings.
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The GPS configuration status, timetables of scheduled events and orbital information were the
types of information most frequently requested or needed. There was also a large response for timing
information. This was to be expected since the survey was distributed over the U.S. Naval Observatory
(USNO) Automatic Data Service (ADS).

CIVIL GPS INFORMATION CENTER (CGIC)

The Civil GPS Information Center will be the primary distribution point for GPS data to the civilian
users. Figure 5 highlights some of the points concerning the CGIC which have been discussed by the
CGS Steering Committee. The main concerns of the CGS Steering Committee in regard to the CGIC
have been whether the CGIC can be self-supporting and the amount of processing or re-formatting of
the GPS data that it should do. Unfortunately, nothing definitive can be stated about this very crucial
and important aspect of the CGIC. It is a desirous goal of the CGS Steering Committee that the CGIC
be able to generate sufficient revenues to be self-supporting. However, in order to be self-supporting,
it seems that the CGIC will have to be very responsive to the requirements and needs of the civilian
community. Whether this can be done efficiently and in a cost-effective manner is very difficult to
estimate at this time. It is almost impossible to factor the question of liability into the estimates.

THE INTERFACE CONTROL DOCUMENT

As stated earlier, the GPS Master Control Station has provided data to the civil community for use
in planning and reducing observations. However, once the GPS is operational the Air Force will no
longer have the resources necessary to continue this support on a personal basis. Part of the ARL-UT
effort was intended to determine what was required to transfer necessary GPS data from the ORMS
to a single civil GPS Information Center for further distribution to the civil community. The result of
this effort was Vol. III of Ref. 1, entitled The Interface Control Document for the Civil GPS Service
Interface to the OPSCAP Reporting and Management System. Figure 6 shows some of the GPS data
which was noted as being required by the PTTI community.

The Interface Control Document has been found to be a useful starting point in the determination
of requirements. After review of this draft ICD, it is apparent that some revision must still be
made. Of immediate concern is that some information stated as a requirement could jeopardize
security. Obviously that information could not be provided. The various sub-committee working
groups discussed below will attempt to further define actual requirements.

PTTI PROPOSAL

While not yet operational, GPS has become the primary world-wide time distribution system. More
and more systems are investing in less expensive GPS timing receivers rather than in expensive clocks.
With the implementation of Selective Availability (S/A) which would degrade the GPS navigation
transmissions, this cost saving could be negated. This is a cause for concern within both the civil and
the military timing communities. Both ephemeris and clock information would be affected.

To minimize the impact, Paul Wheeler of the U.S. Naval Observatory (USNO), at a meeting of
the CGS Steering Committee, proposed that no degradation be applied to at least one satellite. By
this means then, full timing accuracy would be available at least once per day for global time transfer
while not affecting the navigation degradation required by DoD. Later, for redundancy and reliability,
it was suggested that a second satellite be left undegraded. This second satellite would be located
directly opposite from the first. D. Allan of the National Institute for Standards and Technology



(NIST, formerly NBS) has suggested that one additional satellite with partial degradation be added
to this proposal. The partially degraded satellite would prove useful for increasing Common View
Time Transfer coverage.

This proposal, with an endorsement by the Oceanographer of the Navy, has been submitted to the
Assistant Secretary of Defense (Command, Control, Communications and Intelligence) by USNO in
its 1988 Annual Summary of PTTI Requirements and Operations. Since the issue of S/A is one of
security, any negative impact on national security must be evaluated. This is currently being done.

CURRENT DEVELOPMENTS

Since GPS is a truly global system, the CGS Steering Committee at its November 1988 meeting,
invited representatives of several international civil groups to participate in its deliberations. Under
consideration for the CGIC is the establishment of international nodal points for the dissemination of
GPS data. With this in mind a sub-committee, under the chairmanship of G. Preiss of Norwegian
Mapping has been formed to investigate the interest and the requirements of such a node.

At the same time, a timing sub-committee under the chairmanship of W. Klepczynski, USNO, was
formed to further investigate the timing requirements of the civil user. Using the Interface Control
Document for the Civil GPS Service described above as a starting point, a refinement of the data items
required, the format of the data, the preferred means of dissemination and the frequency/timeliness of
distribution will be attempted. Input from the user community is needed. The draft Interface Control
Document is available from the Defense Technical Information Center, FDRA, Cameron Station,
Alexandria, VA 22304-6145 and from the National Technical Information Service, 5285 Port Royal
Road, Springfield, VA 22161.

In addition, a surveying sub-committee was established under the chairmanship of W. Strange of
the National Geodetic Service, NOAA. This group will be concerned with the GPS data requirements
of the surveying community.

The effort of defining the Civil GPS Service and the CGIC will continue during the next year.
There are several issues that must still be resolved and much work remains to be done.
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Figure 1 - Highlights of Items Considered within the Charter of the CGS Steering Committee



CGS Steering Committee

18 Members
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10 Military 8 Civilian
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Figure 2 - Initial Composition of the CGS Steering Committee
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Figure 3 - Some of the Topics Discussed by the CGS Steering Committee
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CIVIL GPS CGIC
INFORMATION _ _.
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* Controlled by CGS

* Stores and Formats Data

, Data Distribution Point to the Users

, Receives GPS Nav Status Info from

Operational Status and
Capability (OPSCAP)
Reporting and Management
System (ORMS)

Figure 5 - Areas of Concern for the Civil GPS Information Center
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SV/MC Time Steer Parameters
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SV/MC Clock Calibration Parameters

GPS-UTC Coordination Parameters

Figure 8 - GPS Clock Information in the Draft Interface control Document Which is of Use
to the PTTI Community
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QUESTIONS AND ANSWERS

UNIDENTIFIED QUESTIONER, Not into the microphone...

DR. KLEPCZYNSKI: I am sorry that John Scull is not here. No, there is no official list of
users. There is a list of the people that respond to the survey, and that forms the user list
as such.

UNIDENTIFIED QUESTIONER, Not into the microphone...

DR. KLEPCZYNSKI: We plan to become active as soon as possible, probably in the next
two or three months. The plans are that the selective availability will be enabled as soon
as the Block II satellites are launched. The satellites that are currently flying will not
be affected by selective availability. They should still be around for another two or three
years. We have to get our foot in the door and make our wishes know before the policy
becomes firm and cannot be changed. We feel that, if it can be done in the next two or
three months, it will still be possible to influence the policy-making decision.

JIM SEMLER, INTERSTATE ELECTRONICS: One of the things that has been mentioned
is changing the GPS orbital parameters-increasing the orbital altitude. This has a certain
effect in that you no longer get a repeating ground track, which is useful in doing common-
view tracks from day-to-day. I wonder if there has been any consideration of those effects.

DR. KLEPCZYNSKI: That is correct. In fact, that is the proposal from the Joint Program
Office. GPS has three sets of four satellites, and if the satellites are increased in altitude
by another 50 kilometers, the current periodicity will change. Consequently, the geometry
with respect to the earth will be changing from day-to-day. That is why three sets of
four satellites were chosen. As the geometry over the earth changed, they would switch
to another set. The decision to lift the satellites another 50 kilometers in orbit, to my
understanding, is still not definite yet. There are still some things to be ironed out because
there are certain technical questions within the satellites themselves as to how they will
be affected by this rise of another 50 kilometers. So that is not 100% firm yet.

DR. KLEPCZYNSKI: Please let it be known what the problems might be. This is a very
important question.

DR. GERARD LACHAPELLE, UNIVERSITY OF CALGARY, CANADA: I am quite con-
cerned with the ionospheric effect because if there is only one or two satellites which are
not implemented with selective availability, it means, that for time transfer, we will not
have the same capability to decrease the effect of the ionosphere by observing any satellite
in view. That will put, in my opinion, a severe restriction on the capability to perform
time transfer. Do you have any comments on that?

DR. KLEPCZYNSKI: Yes, as a mater of fact, since there are no more questions and we
have ten more minutes scheduled, I might ask Myron Moranian to show a few slides on
the effect of the modeled ionosphere corrections vs. the measured ionosphere corrections.
At the observatory we have two dual-frequency timing receivers which are used both in
Washington and in Florida. We have been tracking and doing observations with these two.
We have some preliminary data which, if Myron would come up and show and discuss,
will show you the effect of the ionosphere. If I may steal Myron's message, the improperly
modeled ionosphere can give errors on the order of at least ten nanoseconds or so. While
this is not a large amount, it can still be significant. For a lot of users, that may not be
too bad.

Myron Moranian showed the slides in question at this point.

JOHN KLOBUCHAR, AIR FORCE GEOPHYSICS LABORATORY: I would like to first ask
a question and then make a couple of comments. What are you using for an ionospheric
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model?

DR. KLEPCZYNSKI: The model transmitted by the satellites.

MR. KLOBUCHAR: I know a little bit about that and I must caution you that that model
is advertised as a 50% RMS modcl. Anyone who tries to use it for more than that does so at
his own peril. Secondly, any attempt to use daily values, or even more often values of solar
flux does that at his own peril also. Numerous studies have been made of the ionosphere
in which it is shown that the short term correlation of the total electron content, or time
delay if you will, does not correlate very well with the day-to-day values of solar flux.
The original decision to use the five-day running mean of solar flux in that model and
the Master Control Facility had some unfortunate start-up problems and some recurring
problems, but that is probably the "best" way to do it anybody that wants to get better
than about 50 or 60% RMS should come and listen to my talk tomorrow after lunch.

DR. KLEPCZYNSKI: We have a comment here from Dr. Winkler.

DR. WINKLER: Dr. Klobuchar, what is your estimation of the correlation for the same
moment for geographically distant locations? That is the problem that you have in common
view.

DR. KLOBUCHAR: Yes. For the correlation to do you any good, it has to be very high.
If the correlation is 0.7, that only explains 28% of the residuals. A correlation distance of
deviations from monthly average at two stations, for instance, I know the time delay at
Washington due to the ionosphere and I call up a colleague in Boulder and I say to David
Allan "Hey, it is ten percent higher than normal today", it isn't going to ten percent higher
in Boulder. The correlation distance is of the order of 1500 kilometers or so for that 0.7,
and it is less, of coarse, for correlation that is higher.

DR. KLEPCZYNSKI: It seems extremely fortuitous that the measured ionospheric correc-
tions are agreeing with the model at this point in time because of the low solar activity at
this point.

DR. LACHAPELLE, UNIVERSITY OF CALGARY, CANADA: In northern Canada, with
selective availability and one frequency we could have errors as high as 100 nanoseconds
in time transfer. If we didn't have selective availability we could watch many satellites
continuously, some towards the south and somewhat decrease that. With selective avail-
ability would give us a problem. Another problem is that under strong auroral conditions
we would have loss of phase lock on the carrier. This ha- already been seen at some times
in the north. It has a very strong correlation with magnetic storms. This will have a severe
effect on GPS navigation and time transfer as well.

DR. Klepczynski: That is an interesting observation. I guess that another observation is
that the difference between the measured time delays and the model will be a function of
time that varies throughout the year, and also a function of solar activity.

DAVID ALLAN, NIST: It is probably worth mentioning that there are code-free ionospheric
calibrator receivers being made. One exists at the Paris Observatory and the accuracy of
that one seems to be extremely good, on the order of a nanosecond or so. In the future we
can anticipate, for the civil user, a code-less type of receiver for calibrating the ionosphere.

DR. KLEPCZYNSKI: We will hear about that receiver two papers from now.

DR. WINKLER, ASSN.: It is clear that, in the best of all worlds, we would have all
satellites unchanged. For the moment it is clear also that the best way to kill any proposal
is to make it unreasonable. That is a technique that is used over and over again in political
circles. If you don't like a proposal, improve it so that it becomes unacceptable. I think
that we have the same situation in our proposal to make two satellites undegraded. Of
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course, it would be better to have three, or four, or five undegraded, but that is the best
way to make it unacceptable and we would have no relief whatsoever. I think that a little
bit is better than nothing at the moment. In the present situation it is my firm belief that
the only chance that you have is, at most, two undegraded satellites. The question then is
"How is this going to affect your operations?" I can only repeat Dr. Klepczynski's request
to let us know your opinions about that.
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USE OF GPS TO SYNCHRONIZE
THE AT&T NATIONAL TELECOMMUNICATIONS

NETWORK

E. W. Butterline, J. E. Abate, G. P. Zampetti,
AT&T End User Organization, AT&T Bell Laboratories

Network Operations Group

Abstract

Presently, AT&T synchronizes its national networks using analog signals derived
from a cesium clock ensemble having a precision of a few parts in 10-12. These analog
signals have well served the need for precise frequency in what was predominantly
an analog network. However, the AT&T network is rapidly being transitioned to a
digital network which needs precise time rather than frequency. As a result, several
alternatives were considered and the one chosen was a new system based on Global
Positioning System (GPS).

The GPS based system, termed a Primary Reference Clock or PRC, employs a
GPS receiver providing long term timing accuracy along with duplicated disciplined
rubidium oscillators providing short term (ie. one day) stability. Under computer
control, these three elements are verified against each other and against identical PRC
systems in other parts of the network. The PRC system produces a digital signal
used to synchronize a master clock in the node which in turn produces a signal that
is (1) used to synchronize all other clocks in the node, and (2) distributed on a digital
basis to all neighboring nodes. By use of monitoring equipment at each PRC, the
performance of the master clock at every AT&T network node will be verified against
the GPS signal at each PRC. For the first time, a national telecommunications network
will be monitored and verified to be performing to a precision approaching Universal
Coordinated Time (UTC).

INTRODUCTION

Synchronization of telecommunication networks is becoming increasingly important as the evolution of
digital switching and transmission facilities becomes the norm in today's national networks. The lack of
adequate synchronization for these networks would impair many of the information signals important
to the functioning of industry and government. To meet the need for high quality synchronization,
AT&T has developed a new verifiable synchronization network.

This paper describes this new synchronization network focusing on the new AT&T Primary Ref-
erence Clock (hereafter referred to as the PRC), its verification methodology and capabilities, and
the inter-node and intra-node methodology for distributing its timing reference to nodes and systems
throughout AT&T's digital and remaining analog networks. The PRC employs a GPS receiver provid-
ing long term timing accuracy along with duplicated disciplined rubidium oscillators providing short
term (ie. one day) stability. Under computer control, these three elements are verified against each
other and against identical PRC systems in other parts of the network. The PRC system produces
a digital signal used to synchronize a co-located master clock in the node, which in turn produces a



signal that is: (1) used to synchronize all other clocks in the node, and (2) distributed on a digital
basis to all neighboring nodes. By use of monitoring equipment at each PRC location, the performance
of the master clocks at neighboring AT&T network nodes are verified against the PRC signal. For
the first time, a national telecommunications network is monitored and verified to be performing to a
precision approaching Universal Coordinated Time (UTC).

BACKGROUND

Presently, AT&T synchronizes its own national telecommunications network, as well as providing
synchronization signals to most of the Regional Bell Operating Companies and many independent
telephone companies, using analog signals derived from a cesium clock ensemble [1]. This ensemble,
known as the Basic Synchronization Reference Frequency ( BSRF ) is located in Hillsboro, MO., and
has a long term accuracy of a few parts in 10 - 12. The 2048 KHz reference frequency from the BSRF
is distributed on analog radio and coax systems as illustrated in Figure 1.

When BSRF was installed, AT&T used frequency division multiplexing in which even the most
critical equipment could tolerate a 10- frequency offset. This frequency accuracy can be easily ob-
tained from the BSRF distribution system even with transmission impairments such as dropouts,
protections switching, and phase hits. The analog signals used to carry the BSRF reference fre-
quency have well served the need for precise frequency in what was predominantly a long haul analog
telecommunications network.

Today, however, AT&T is rapidly being transitioned to an all digital network in which time division
transmission and switching functions are critical [2]. In general, synchronization of networks using
time division systems encompasses bit, frame and network timing issues [3].

The bit timing level of synchronization deals with physical layer timing issues such as: clock
insertion and recovery, transmission line jitter, sampling windows in eye patterns, and ones density.
These issues are addressed in the fundamental design of the transport system and by adhering to
engineering rules such as repeater spacing and maximum number of repeater spans.

The frame timing level of synchronization deals with identifying groupings of bits (time slots)
which can be associated with a particular user. A framing signal encoded in the digital transmission
system typically accomplishes this function. When time slots within a digital stream need to be
processed separately, a frame alignment process is performed on an incoming stream. Once framing
is determined, each time slot can be identified and stored for processing. The main synchronization
issues at the frame level of synchronization are reframe time and framing loss detection.

The netwce'k timing level deals with processing of time slots. Under ideal conditions, time slots
are sent from the source node at a perfectly uniform rate, delivered over the transmission system with
a fixed delay, and clocked into the receiving node buffer. The receive node will then read the time
slot currently in the store after a fixed delay. Assuming no random or systematic offset of the receive
node clock relative to the sending clock, this processing will continue with no variation in the buffer
and complete time slot integrity.

The objective of network timing, is to approach this idealized scenario. Time slot buffers (more
commonly termed frame alignment buffers) can accommodate 125ps of systematic time error and 18pis
of random time error without slipping time slots. The maximum long term systematic frequency de-
parture allowed at the output of a network clock is 1 x 10- 11. This requirement has been established
for a number of years both domestically [4,5] and internationally [6,7[, and is based on achieving satis-
factory slip rates on an end to end basis for the most critical services (voiceband data, facsimile, video,
secure voice and secure data). Provisional short term requirements allow from 1 to 10 microseconds
of time error in a day at the output of a network clock. The short term requirements are being put in
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place to ensure that random or cyclical daily timing variations will not produce daily slips.
The performance objective of 1 x 10-11 for digital network timing is two orders of magnitude

greater than the frequency accuracy required for analog transmission. The current synchronization
plan to time the digital offices of AT&T was based on using the existing analog distribution system
and implementing clocks to receive this signal and achieve the 1 x 10- 11 recommendation.

This plan was first implemented in the early 1980's. Analysis of this architecture has been per-
formed. The overall results of this evaluation produced two key findings. First, with evaluation and
some minor redesign of the BSRF timing signal receiver algorithms, the 1 x 10- 11 performance ob-
jective is achievable. Second, the 1 x 10- 11 or better objective is subject to certain transmission and
operational impairments levels which are not guaranteed to be obtained on all systems at all times
based on normal network operations. Thus, although typical performance is several parts in 10- 12, it
is possible, under certain condition, for a node to degrade to parts in 10- 1° for a short period.

As a result, AT&T is deploying a network of distributed primary reference clocks to synchronize
its digital network. These clocks will use the Global Positioning System ( GPS ) to provide long term
timing accuracy to network nodes or buildings at fourteen locations within the continental United
States.

This new synchronization network will have rich interconnectivity and the unique capability of
verification at several levels. Verification is the capability to directly monitor the timing performance
of each office or node. This capability enables AT&T to detect and resolve timing degradation before

it becomes service impacting. Verification ensures uniform compliance of domestic and international
timing standards at all nodes, and provides a cost effective tool to sectionalize and resolve timing
problems.

AT&T's NEW PRIMARY REFERENCE CLOCK STRATEGY

Figure 2 illustrates the aichitecture of the new verifiable timing distribution plan. In addition to the
fourteen PRC's located in the contiguous United States, PRC's will be located in Hawaii and Puerto
Rico. This new synchronization network will have verification capability which permits the detection
of timing degradation. The PRC reference is transmitted to other nodes, called secondary nodes, which
do not contain a PRC. The PRC simultaneously monitors the reference it receives from at least two
other PRC nodes as well as secondary nodes. The monitoring of neighboring PRC locations provides
long term stability data. By employing a n-corner hat decomposition [81 of the PRC level stability
data, the long term timing stability of each PRC location will be tracked and verified to parts in 10- 13.

The architecture is designed so that secondary nodes are monitored by two independent PRCs. This
provides a means to sectionalize nodal timing instability from transmission path timing instability.
By deploying PRC's close to secondary locations, uniformly stable transmission path performance is
attained both for transmitting and monitoring performance. Daily transmission path stability should
exceed several parts in 10- 12.

In searching for a source of precise timing for a PRC, three alternatives were studied. The first was
to continue to use a single cesium ensemble at one location along with a digitally based distribution
system. The second and third would use regionally distributed PRC's using either LORAN-C or GPS
and disciplined timing elements. Using a single cesium ensemble offers some economies, but does
not permit nationwide verification, nor does it offer performance improvement over today's network.
Using a nodal based system offers a broad based verification capability. LORAN-C was judged inferior
to GPS in terms of time transfer accuracy, inherent operations, and future capabilities, so GPS was
chosen to provide AT&T with a long term time reference.

Rubidium oscillators were selected over quartz and cesium as the disciplined timing elements. Our



strategy in using the GPS system was based on using a twenty-four hour observation period to obtain
a a time and frequency error estimate. There are many reasons for this choice. First, a daily ensemble
average effectively removes the daily systematic bias errors which arise in the time transfer process of
GPS from user position errors and other sources. Second, ensemble averaging of the satellite tracks
reduces random error sources as well as intentional degradation added to reduce the accuracy of the
standard service. Third, evaluation of ensemble tracks permits the removal of outlying data which
can contaminate the steering process.

For periods less than one day, a set of duplicated rubidium oscillators provide timing stability. The
stability of the disciplined rubidium over the 24 hour interval between steering updates is equivalent
to the stability of the steering update data from the GPS satellite tracks. For a 24 hour steering
interval, rubidium oscillators proved to provide the best cost/performance tradeoff. Quartz oscillators
cannot obtain the daily stability performance achievable from GPS, and cesium oscillators provide no
real stability advantage and are more costly.

An AT&T 3B-2 computer is used to steer the rubidium oscillators and to verify their performance
relative to one another and to the GPS receiver. The block diagram given in Figure 3 illustrates the
interconnectivity of the PRC's computer, and indicates the DS1 1 inputs from the other nodes and
clocks used for timing monitoring. In the figure, the rubidium oscillators (Rb) are shown communi-
cating with the disciplined controllers which in turn communicate with the 3B--2 monitor computer.
The computer performs control, performance verification, and error recovery functions.

The timing outputs of the PRC are a pair of DS1 primary rate digital signals. The PRC outputs
are used to provide timing reference to a master clock in a node containing typically many clocks. The
master clock, known as the Building Integrated Timing Supply, or BITS, provides timing reference to
all other clocks in that node as illustrated in Figure 4. The BITS provides input to a device known as
a Clock Distribution Unit whose function is to provide multiple DS1 outputs to all clocks in the node
requiring digital reference (eg. No. 4 ESS switch, DACS transmission system) and frequency locked
clocks for analog frequency division multiplex (FDM) equipment.

INTER-NODE AND INTRA-NODE REFERENCE DISTRIBU-
TION

Buildings containing a PRC are known as Primary Nodes. Buildings which do not contain a PRC
are known as Secondary Nodes and obtain their timing reference from a Primary Node in most cases,
or from other Secondary Nodes in rare cases. Timing to Secondary Nodes is distributed on a digital
basis using two DS1 signals which are routed over diverse facilities from different PRC's. These DS1
signals carry both traffic and synchronization reference between nodes as illustrated in Figure 5. The
reference information is bridged from a cross-connect device known as a DSX-1 and transmitted to
the clock of the system selected as the BITS. Thereafter, the reference distribution is the same as
in the Primary Node. The timing is embedded in the DS1 traffic carrying signal as that signal is
referenced to the BITS clock within the Primary Node which is the source for the reference.

VERIFICATION METHODOLOGY

As illustrated in Figure 6, there are four levels of verification that are used. The first is an ongoing
verification of GPS performance by various laboratories such as the National Bureau of Standards,

'A DS1 is the primary rate synchronous digital signal used in the network. It is a 1544 Kbps signal consisting of 24
64 kbps time slots. Each time slot typically carries a single direction voice circuit.
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the Naval Observatory, and the Network Synchronization Laboratory at AT&T Bell Laboratories at
Holmdel, NJ. This high level verification results in long term changes in the synchronization network
operations such as upgrading of steering algorithms.

The second level of verification is within the PRC itself. The PRC determines the relative timing
instability or uncertainty associated with the three clocking elements in the system (the two disciplined
rubidium oscillators and the GPS receiver). A three corner hat technique is used to decompose the
pair-wise instability measurements between the three components, and determine the timing stabihty
produce by each element. This technique can effectively detect marginal performance in any of the
three clocking elements. This technique is limited to detection of short term daily timing instability,
since in the long term, rubidium timing is not independent of the GPS receiver.

The third level of verification, called the Primary Tier (or long term) verification uses an N corner
hat technique to determine the long term time uncertainty or noise of each of the Primary Nodes (eg.
A, B, and C in Figure 6).

Finally, the fourth level, or Secondary Tier Verification, extends verification down to the Secondary
Nodes, where the signals returning from the Secondary Node BITS clocks are monitored by at least
two PRC's to determine their performance.

PERFORMANCE

Figure 7 illustrates the performance of the AT&T Primary Reference clock as compared to the current
AT&T cesium ensemble and telecommunication synchronization standards. In Figure 7, the time
keeping error relative to UTC is shown in seconds on the ordinate along with the observation time on
the abscissa shown in seconds.

In case (1), the slope of the ANSI and CCITT specification is the allowed long term frequency
accuracy of a PRC of I x 10-11. The ANSI and CCITT specifications allow for a maximum daily time
instability of 3000 ns which is reflected by the horizontal asymptote.

Case (2) shows typical performance of the AT&T cesium ensemble. It is monitored relative to
LORAN-C and found to perform with a long term accuracy within a few parts in 10- 12. The daily
timing stability is limited by diurnal transmission delay variation of typically 100 ns.

Case (3) shows the time keeping performance of the rubidium disciplined oscillator assuming
a failure condition in which no daily steering is applied. It is based on a simplified assumption
of optimal calibration of initial time, frequency and drift, and a benign environment. The control
system applies feed forward correction for drift and temperature, and the thermal design maintains
small ambient temperature variation 5 'C daily objective. Monte Carlo simulation of the holdover
performance including temperature variation and residual calibration errors have recently been done
which indicated that the PRC can maintain 1 x 10- 11 for a period of 2 weeks without steering.

Cases (4) and (5) show the PRC performance under normal conditions. Case (4) shows the

PRC three sigma time error specification of 200 ns. The PRC three sigma performance bound is
based on measurements and analysis of the PRC components and simulation of the Kalman based
steering algorithm. Case (5) shows typical performance based on a limited data recently obtained on
a prototyped unit. The unit is achieving a daily rms stability of 25 ns (3 x 10-13).

It is important to note that even though current standards allowed for plesiochronous operation
of primary reference clocks, all the PRCs in AT&T will be maintained to within 280 ns (three sigma)
of each other with an absolute accuracy approaching UTC (1 x 10- 13 weekly rms stability).

0()



CONCLUSIONS

AT&T is deploying a GPS based system, termed a Primary Reference Clock or PRC, which employs
a GPS receiver providing long term timing accuracy along with duplicated disciplined rubidium oscil-
lators providing short term (ie. one day) stability. Under computer control, these three elements are
verified against each other and against identical PRC systems in other parts of the network. For the
firsL tinie, a national telecommunications network will be monitored and verified to be performing to

a precision approaching UTC.
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QUESTIONS AND ANSWERS

DAVID ALLAN, NIST: Two questions-first, the slope on the red line is not due to a
frequency offset since it is steeper than the frequency offset. Is there any explanation as
to why it is that steep?

MR. ZAMPETTI: That slope is not due to a frequency offset. It does converge to the
frequency offset, and I believe that it is an optimal calibration estimate, assuming random
walk FM as a residual. I believe that that slope is plotted correctly as random walk
FM. That is a theoretical curve that we just put on for comparison. It shows that the
Rubidium is excellent. We have done some simulations incorporating thermal instabilities,
calibration errors and other things and have found that for a period of two weeks the
system is rock solid and would not require any action. It would still maintain the 10- 1

stability specification.

MR. ALLAN: The second question is: When you steer the Rubidium, do you use C-field
tuning?

MR. ZAMPETTI: Currently, that is what you are using.

MR. ALLAN: If that is not done perfectly, which it never can, of course, then it adds noise
to the system. It is an unnecessary noise if one dealt with the measurements instead of
trying to tune the C-field.

MR. ZAMPETTI: We are very enthusiastic supporters of synthesis steering. As the system
progresses there is the possibility of doing that. It was not available to us as a matter of
practical course, but it is something that we are seriously considering.
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ABSTRACT

The GPS (Global Positioning System) satellites have become widely used for
daily time comparisons between the major time and frequency laboratories. The
precision of time comparison by GPS satellites is now between one and a few tens

of nanoseconds depending upon the distance between the laboratories. In the

case of long-distance time comparisons, the ionospheric effect is one of the
largest sources of uncertainty. To compensate for the ionospheric effect, we

have developed a novel GPS receiver which measures the total electron content

(TEC) along the signal path to the GPS satellite. It uses the property of

cross-correlation between the P-code (Precise-code) signals which are

transmitted from GPS satellites by Ll (1575.42 MHz) and L2 (1227.6 MHz), without
demodulating P-code signal. Preliminary results using the prototype receiver
give, for about 3 minutes observation time, an uncertainty in the measurement of

TEC of 2 x 101 6 /m2 , equivalent to an uncertainty in the delay of Ll signal of
I ns. We have begun to apply t',e results of this receiver to the time

comparisons between USA and Europe.

INTRODUCTION

The major errors of time comparisons by simultaneous trackings of GPS
satellites (common view [i]) come from satellite position, receiving antenna

position, estimation of ionospheric and tropospheric delays, calibration of
receiver differential delays and radio-signal multi-paths.

GPS receiver transportation [21 and adapted means of reception largely

reduce some of them. Short-distance comparisons (up to 1000 km) are weakly
affected by satellite position error and by ionosphere effects 31, furthermore
receiving antenna coordinates can be redetermined [4], allowing time transfer

with uncertainties of a few nanoseconds.

This research was carried out at BIPM. M. Imae was partly supported by the

French Government through the Groupe de Recherches de G6od~sie Spatiale.
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But long distance time links, like USA-Europe, are performed with a rather
bad precision, of the order of a few tens of nanoseconds. This is mainly due to
satellite position errors and rather bad estimations of ionospheric delays,
deduced from a ionospheric compensation model accessible to users of one
frequency GPS receivers and providing a relative precision of 50 % r5l.

We have developed a new codeless dual frequency GPS receiver, named GTR2,

for measuring the total electron content (TEG) of ionosphere along the line of

sight and then the GPS signal ionospheric delay.

In the following a brief description of GTR2 is given. The obtained
results are shown and analyzed by comparison with values coming from the
ionospheric compensation model and also with values deduced from vertical
sounding measurements. At last GTR2 results are applied to time transfer between
Paris Observatory (OP, Paris, France) and the United States Naval Observatory
(USNO, Washington D.C., USA).

I. GTR2 DESCRIPTION

A radio signal of carrier frequency L which crosses ionosphere is delayed
by a quantity expressed, at the first order approximation, as follows:

T ion(L) = a TEC (1)

Tio n is expressed in ns, L in Hz, a is a coefficient equal to 134,36 and TEC is
the total electron content (in m -2 ) of ionosphere along the signal path.

TEC, which is directly linked to the electron density and thickness of
ionosphere, largely varies with solar activity, local time, longitude and
latitude of the reception station. Examples are given in Table I with the

corresponding ionospheric delays for both carriers LI (1575,42 MHz) and 12
(1227,6 'Hz) of GPS radio signals.

Table 1: Examples of vertical propagation delays of GPS LI and L2 signals

TEC Tion(LI) Tion(L?) Tion( ) - Tion(LI )

2 10 16 *1 1.08 ns 1.78 ns 0.7 ns
X 10 17 5.4 ns 8.9 ns 3.5 ns

I 1 10 18 *2 54.0 ns 89.0 :,; 35.0 ns
*1 : typical value for night time of solar minimum

:typical value for day time of solar maximum

The propagation delay depends on the frequency and TEC can be estimated
using a dual frequency method:

T i o n (LI ) - Tion(Li ) I 1 -I
TEC = - - - i2 (2)Q: 1'22  111 2

Recently, for purpose of precise geodesy, several different types of

interferometric equipments using GPS dual frequency have been realized [6-91,
These are codeless devices with separate reconstructions of L and L2 signals.
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In the same way, GTR2 does not need to demodulate P-code but its original

principle relies upon the cross-correlation between P-codes carried by L, and

L2: because L1 P-code and L2 P-code are exactly identical and emitted in phase,
the cross-correlation of the received P-codes gives access to the quantity

Tion(L2 ) - Ti o n (LI1 ), as shown in figure I.

TEC is then measured along the line of sight of the GPS satellites which

allows ionospheric compensation on the real signal path.

2. GTR2 RESULTS

GTR2 is located at BIPM, S~vres, France (longitude: 2,2 E and latitude:
48,8 N).

GTR2 program includes all observable satellites from BIPM but priority is
given to the scheduled common views between Paris and Washington.

GTR2 works with 4 minute sequences: about 1 minute to point its directive

antenna (gain 10 dBi for L1 and L2 frequencies) and about 3 minutes to perform
the observation. The averaged value of TEC is provided with an uncertainty of

2 x 1016 M- 2 which corresponds to an uncertainty of I ns for L1 ionospheric
delay.

Figure 2a shows L, ionospheric delays obtained on 1988 september 7. The
diurnal effect is evident. The measured values are here converted to vertical

estimations using a simple geometric expression based on the assumption that
ionosphere is i sperical shell, lying from 200 to 450 km altitude and with
uniform electron density. Figure 2b presents in details some values obtained
for satellites and 12 in early morning. The observed slight discrepancies
correspond L(, in elevation effecc. In fact, GTR2 measurement noise increases
for high TEC values occuring for small satellite elevations (< 250) and the

vertical conversion model is badly adapted in this case.

GTR2 measurements can be compared to values issued from ionosphere
compensation ;uiodel. These values are accessible from a one frequency GPS

receiver located in Paris Observatory and correspond of course to the same
scheduled tr:ickings. Figure 3 comes from a five days analysis (1988 October 5
to 9) whert, 1O1,L 13(0 trackings were available. Measured values are very often
larger tha ii I ones, the disagreemant can even reach 20 ns. The discrepancy
exceeds 10 us tir 28 X of the values and 5 ns for 62 % of the values.

At last k;'12 results are confirrr-d by measurement methods of vertical
soundings: insphric delays, deduced from the values of the critical frequency

of ionospher, F2 layer (foF2) measured by Centre National d'Etudc des
T616communic it ions (CNET) in Lannion (France, longitude: 3,3 W and latitude:
48,4 N) art r,'p<(rted on figure 4 and agree fairly well with our measures.

3. APPLICATION TO TIME COMPARISONS

GTR2 m.- isurd i )nospheric delays can be used to improve the daily time
comparison; 1-:twkren oP (Paris, France) and USNO (Washington DC, IPSA).
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Figure 5a shows a one week OP-USNO time comparisons obtained with raw GPS
receiver output data. When measured ionospheric delays correct OP data, the
biaises are largely reduced as shown on figure 5b and OP-USNO time transfer is

performed with a much higher precision.

Of course, it would be necessary to operate such a correction for both
involved laboratories and satellite ephemeris errors remain. Nevertheless this

first study appear to be full of promise.

CONCLUSION

A prototype of a codeless dual frequency GPS receiver operates on a regular
basis at BIPM since September 1988. This equipment is able to provide measured
ionospheric delays along GPS satellite lines of sight with an uncertainty of
1 ns. For our immediate purpose of improvement of long distance time transfer,

this device brings a very interesting gain in precision. Furthemore its
structure is very simple with no need of precise measurements of time interval
or high accuracy frequency sources as atomic frequency standards, so it appears
as an efficient complement of traditional one frequency GPS receivers. At last,
though it exists other methods to measure ionospheric effects as utilisation of
Faraday rotation or dual frequency transmitted by Navy Navigation Satellite
System (NNSS), they will soon become unavailable and GPS appears to be one of
the most important ionospheric monitoring system. Then our codeless receiver
belongs to a very promising generation of equipments which would widely overstep

geodesy and time transfer purposes.
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QUESTIONS AND ANSWERS

JIM SEMLER, INTERSTATE ELECTRONICS: You mentioned the directional antenna. Do
you think that you would have a problem operating with an omnidirectional one?

DR. THOMAS: It could not work with an omnidirectional antenna. It is a question of gain.

MR. SEMLER: The second question that I had was: You mentioned one nanosecond scatter
on your ionospheric measurements. Was that averaged over the tracking interval?

DR. THOMAS: Yes. We have a three minute observation. Each measurement takes three
seconds and we use a fast Fourier Transform to reduce the noise. The one nanosecond is
the standard deviation of these observations over the (approximately) three minutes.

DR. GERARD LAPACHELLE, UNIVERSITY OF CALGARY: Because your antenna is a
directive antenna, I assume that you have not tried to use your equipment in a dynamic
mode. Could you comment on that and the possibility of adapting your equipment to a
dynamic user with a multichannel capability? If you could do that, you could turn your
equipment into a magnificent multipurpose geodetic type of equipment.

DR. THOMAS: At the present time we have not looked into that.

MR. YANAMADRA SOMAYAJULA, S. M. SYSTEMS AND RESEARCH CORPORATION:
You mentioned one nanosecond for your measurements. What kind of integration time did
you use?

DR. THOMAS: The integration time was three minutes.

DR. GERNOT WINKLER, USNO: The reason that you need more gain is that you do not
decode the P-Code?

DR. THOMAS: Yes.

DR. WINKLER: The second question is: Do I see that you seem to have a systematic
difference between the model and your measurements? Something like ten nanoseconds.

DR. THOMAS: Yes, but this was only the analysis for a given period-a five day period
at the beginning of October. Another period could be different, this is only a sample. You
see that at the beginning of September the discrepancy could be larger. I can not give a
general conclusion from this data.
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Abstract

A history of the GPS satellite clock behavior has been accumulated as a result of the
weekly precise ephemerides produced at the Naval Surface Warfare Center (NSWC)
under sponsorship of the Defense Mapping Agency (DMA). These ephemerides are
produced using smoothed pseudorange data collected at a global set of ten tracking
stations. The GPS satellite and station clocks are estimated simultaneously with
the orbits. Time and frequency offset estimates are generated at one-hour intervals
using a stochastic clock model. Studies using interferometric techniques to separate
orbits and clocks have indicated that significant orbit period variations are present
in the GPS satellite clocks. For PRN6/NAV3, which is currently operating on a
rubidium frequency standard, these variations have amplitudes as large as 50 ns during
the middle of eclipse season. For the four satellites operating on cesium frequency
standards, the amplitudes of these variations are less than 15 ns. It is assumed that
thermal cycling is the cause of these variations. The stochastic clock model has been
tuned to allow the frequency offset state to track these variations. Starting with the
first GPS week in 1988, this tuning has been used in NSWC's production processing.
A brief description of the tuning experiments is given along with Allan variances
computed for two satellite clocks based on the hourly estimates accumulated over a
period of thirty weeks.

INTRODUCTION

The GPS precise ephemerides and clocks have been computed at NSWC since the beginning of 1986
using the OMNIS Multisatellite Filter/Smoother (MSF/S) software system [1,2]. This system incor-
porates the square root information implementation of the Kalman filter and Rauch-Tung-Striebel
fixed-interval smoother and processes data for all satellites and stations simultaneously. Current pro-
duction processing consists of MSF/S fits using eight days of data for each week (the GPS week plus
a half day on each end) so that adjacent fits overlap by one day. Smoothed ionospherically corrected
pseudorange data collected at a global network of ten tracking stations arc used in these fits. Five of
the stations are the Air Force's Operational Control Segment monitoring stations in Colorado Springs,
Ascension, Diego Garcia, Kwajalein, and Hawaii. Multiple STI receivers are deployed at each of these
sites allowing all satellites in view to be tracked simultaneously. The other five stations are operated
by DMA and are located in Australia, Argentina, England, Ecuador, and Bahrain. A T14100 receiver
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is deployed at each of these sites. Currently only one receiver is at each site so that only, four satel-
lites can be tracked simultaneously. Each station's receivers are driven by a Hewlett-Packard cesium
frequency standard (HP 5061A-004).

Reference trajectories for all satellites are integrated using a truncated WGS 84 gravity field, point
mass gravity fields for the Sun and Moon, solid earth tides, the ROCK4 radiation pressure model (with
a y-axis acceleration), and a 5-minute integration step. The observations are processed in one-hour
mini-batch intervals. This means that the Kalman filter process noise covariance matrix is only added
in when propagating from one interval to the next and all observations within an interval are processed
in one Kalman measurement update. An observation sigma of 75 cm is assigned to each smoothed
pseudorange. The following parameters are estimated simultaneously for each weekly fit:

" For each satellite:

- Orbital elements

- Radiation pressure scale modeled stochastically

- Y-axis acceleration modeled stochastically

- Clock parameters (see next section)

" For each station except for the master station:

- Clock parameters (see next section)

" Polar motion and rate of change of UT1-UTC modeled as random constants.

The WGS 84 station coordinates are held fixed in the estimation procedure. This procedure generates
fitted trajectory files for each satellite and a clock file containing the time and frequency offsets between
each satellite's clock and GPS time and frequency at one-hour intervals.

CLOCK MODEL

Nominal clock offsets for both the satellites and stations, which consist of second order polynomials
in time with possibly step changes, are removed from the smoothed pseudorange data residuals before
they are used in the orbit/clock estimation procedure. Corrections to this nominal for each satellite
clock are modeled as the outputs of a third order linear system with white noise inputs. The three
corrections are called frequency drift 8i, frequency offset Si, and time offset 8r. The model in current
state continuous variables is given by:

6i) ( o 0 0 S (bF W
6i = 1 0 0 bi + W2 )
6r 0 1 0 Sr W3

The model is actually implemented in discrete form using pseudoepoch state variables as described
in [2]. The frequency drift state is modeled as a random constant for the fit, i.e., no white noise drives
this state so its spectral density, qI, is set to zero. The white noise, with spectral density q2, driving
the frequency offset state defines the random walk frequency noise variations for the model. The white
noise, with spectral density q3 , driving the time offset state defines the white frequency noise variations.
No expl.cit flicker noise parameter is present in this model. The Allan variance corresponding to this
model is then given by
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) + O(2)
r 3

where r is the averaging time in seconds. Figure 1 shows this relationship in graphical form. The same
model, but without the frequency drift state bi, is used for the station clock corrections. The clock
for the master or reference station is constrained to be the assumed offset between this clock and GPS
time. Therefore all clock solutions are estimated relative to GPS time. Using these models for the
satellite and station clocks, the orbit, clock, and polar motion parameters are estimated simultaneously
for all satellites using the MSF/S system.

CLOCK MODEL TUNING RESULTS

During each year there are two time spans when a given GPS satellite enters the Earth's shadow on
every revolution. These eclipse seasons cause larger thermal variations within the spacecraft than for
the rest of the year, and consequentially may cause larger clock frequency variations. Three weeks
were selected for use in the tuning experiments based on which satellites were or were not experiencing
eclipses. These were GPS weeks 403 (September 27-October 3, 1987), 413 (December 6-12, 1987), and
419 (January 17-23, 1988). PRN6/NAV3, PRN9/NAV6, and PRN12/NAV10 were in the middle of
their eclipse season during week 403. The other four satellites were in the middle of their eclipse
season during week 419. No satellites were being eclipsed during week 413. Weeks related to eclipse
season were selected because previous work done by Aerospace Corporation, IBM, and NRL [3] has
indicated that thermal cycling of the rubidium clocks on PRN6/NAV3 and PRN9/NAV6 was worst
during eclipse season. All the other satellites except PRN8/NAV4 were operating on cesium frequency
standards during these three weeks. PRN8/NAV4 was operating on a quartz crystal standard.

To tune the stochastic clock model a way of separating the clock and orbit estimates was needed.
The interferometric processing approach was adopted to do this separation. By differencing two
simultaneous pseudorange measuremervs for the same satellite from a pair of stations, the satellite
clock effects are removed from the measurement. The globally distributed ten-station network provides
almost continuous two- station tracking that allows this differencing for the entire orbit. Measurement
differencing to remove satellite clock effects is equivalent to solving for independent time offsets for

each satellite at each measurement time. To test this equivalency, single difference measurements using
the smoothed pseudorange data for week 403 were derived and used for orbit determination. This
differencing introduced measurement noise correlations and redundant measurements that were not
properly handled in the orbit estimation procedure due to limitations of the software. For comparison,

the MSF/S system was configured to solve for independent satellite time offsets for each measuremer.1
time along with the orbits. The orbits determined by these two approaches differed by less than
0.5 m root-mean-square (RMS) in each component. The second method is preferred because it fully
accounts for the correlations and additionally provides satellite time offset estimates. These -stimates
do contain some very high frequency noise, which is not the actual clock behavior but di, .o aliasing
of the measurement noise into the estimates.

Figure 2 contains a plot of the time offset corrections to the nominal for week 403 fur PRN6/NAV3
derived using the second interferometric method. The aliased noise is present in the plot but is hard to
see because of an orbit period, nearly sinusoidal variation of amplitude 50 ns. Figure 3 contains a plot
of the time offset corrections for PRN3/NAV1l for week 413. The noise is nrw more obvious because
the orbit period variation is less than 15 ns in amplitude. For the three 'eeks processed using this
technique, the observed variations were worst during the mid-eclipse week for the two rubidium clocks
(PRN6/NAV3 and PRN9/NAV6) with 35 ns amplitude worst case variations for PRN9/NAV6. The
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cesium clock variations were always less than 15 ns in amplitude (worst case was for PRN3/NAVll
for week 413) and no correlation with eclipse season was observed.

Two strategies were tested for specifying the two white noise spectral densities available in the
adopted model. These strategies were designed to allow the model to accomodate the orbit period clock
variations with the one-hour mini-batch interval processing used in production. The interferometric
results described above were considered "truth". A 12-hour period sinusoid of amplitude 10 ns results
in a peak of at most 1.31 x 10-12 in the square root of the Allan variance at an averaging time of 6
hours. Both strategies were based on the assumption that the Allan variance of the model at 6 hours
must be able to accomodate the variations observed using the interferometric technique. The first
strategy involved increasing the white noise driving the time offset state (white frequency noise) much
more than the white noise driving the frequency offset state (random walk frequency noise) so that
the white frequency noise part of the Allan variance curve was above the required level at 6 hours.
The second strategy involved increasing the white noise driving the frequency offset state and leaving
the white noise driving the time offset state at a realistic level so that the random walk frequncy
part of the Allan variance curve was above the required level at 6 hours. This second approach is
consistent with the assumption that the clock frequency is actually changing due to thermal effects
and the pseudorange measurements include the integrated effect of these changes.

The RMS differences over all satellites between the orbits derived interferometrically and those
derived using spectral densities based on the first strategy were 0.6 m in the radial direction, 1.2 m in
t e along-track direction, and 0.6 m in the cross-track direction. Using spectral densities based on the
ccond strategy these were 0.2 m, 0.5 m, and 0.3 m respectively. The RMS clock differences were 3.0 ns

for the first strategy and 2.0 ns for the second. Figure 4 contains a plot of the time offset corrections
for PRN6/NAV3 for week 403 using white noise spectral densities based on the second strategy.
Comparing this plot with the plot in Figure 2 indicates that the time offset estimates agree with the
interferometric results but do not contain the high frequency noise. Figure 5 gives the corresponding
frequency offset corrections. A sinusoidal frequency variation of amplitude 1.46 x 10- 12 gives, when
integrated, a sinusoidal time offset variation of amplitude 10 ns. Therefore integrating the frequency
offsets in Figure 5 should approximate the time offsets in Figure 4. For the first strategy the peak-
to-peak frequency offset variation was approximately 3 x 10 - 1 2 less than in Figure 5. Therefore the
frequency offset state did not track the total variation. Figures 6 and 7 give the time and frequency
offset corrections for PRN3/NAV11 for week 413 corresponding to Figure 3. The second strategy
resulted in better agreement with the interferometric results and allowed the frequency offset state to
track the assumed thermal effects.

ALLAN VARIANCE COMPUTATIONS

The white noise spectral densities for equation (2), determined using the second strategy above, were
adopted for the MSF/S production runs beginning with the first full week of 1988 (GPS week 417).
In a plot similar to Figure 1, the resulting Allan variance models for the satellites are shown in Figure
8. The procedures required to compute Allan variances from the clock solutions derived using these
statistics are described in this section.

The Allan variance processing begins with the MSF/S satellite clock offset file which is the result
of an eight day fit centered on each GPS week. The data consists of the mini- batch time of week,
the time offset, and the frequency offset for all satellites. In order to use these files to compute Allan
variances, the weekly files must be joined together and corrected for any clock jumps that might have
occurred. This requires performing the steps listed below for each satellite.

1. Remove duplicate estimates of offsets at each end of week.
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2. Eliminate all clock jumps from the offsets.

3. Compute fractional frequencies from each offset.

4. Fit and remove a first degree polynomial from the resulting fractional frequencies.

5. Compute and plot the Allan variances.

The 24-hour overlap region at the beginning/end of each week was removed by using a weighted
average to form a smooth transition. As time progresses in the overlapping region, the sinusoidal
weighting function gradually shifts from full weight for the first week to full weight for the second
week.

The time of all clock jumps are listed in the clock file. This information is relied on to identify and
eliminate each occurrence of a jump from the time or frequency offsets. The removal is performed in
several steps. The first step consists of a least squares fit of a four coefficient function to the last 24
offsets before the jump. This function consists of a straight line plus a sinusoid. A second function of
the same type is then used to fit the first 24 offsets after the jump. The two fitted functions are then
evaluated at the midpoint of the interval in which the jump occurs. The difference between the two
results at the midpoint is the jump amplitude and is added to all succeeding time offsets. Subsequent
jumps from the same satellite in later weeks are handled in the same manner. Removing jumps by
this method destroys the true offset magnitude, but this is of no consequence to the Allan variance
computation.

Fractional frequencies can be computed from both the time offsets and the frequency offsets. In
fact, the frequency offsets are fractional frequencies directly. The time offsets can be converted to
fractional frequencies by computing the difference between two consecutive time offsets and dividing
by the one-hour time interval between them.

The Allan variance is computed from the corrected fractional frequencies. Before beginning this
computation, an independent least squares straight line fit is made to fractional frequencies from both
the time offsets and frequency offsets to remove the frequency drift from the data. The Allan variance
can then be computed using the residual fractional frequencies from the time offsets and/or from the
frequency offsets.

Representative Allan variance plots are presented for the GPS weeks 417-446 (January 3 through
July 30, 1988). A plot for a satellite with a rubidium frequency standard (PRN6/NAV3) is shown in
Figure 9. The pronounced fluctuations seen in this Allan variance are due to the periodic oscillations
that are present in the time offsets (Figure 4) and frequency offsets (Figure 5). A portion of Figure 9 is
enlarged in Figure 10 to show this effect in detail. The first null is close to the orbital period of 43082
seconds. The true performance of this rubidium without the periodic component can be estimated by
connecting the nulls in Figures 9 and 10.

An Allan variance plot for a satellite (PRN3/NAV 11) with a cesium frequency standard is presented
in Figure 11. The effects on the Allan variance of the periodic signals in Figures 6 and 7 is evident.

Allan variances computed for any satellite based on clock files from the MSF/S system derived
using the model statistics shown in Figure 8 will always be below the curves drawn in this figure. In
order for the clock solutions to represent the true performance of the frequency standards, the time
and frequency offsets must not be artificially constrained by the model. The plots show that the
computed Allan variances are well below the curves of Figure 8 and consequently are representative
of the satellite clock performance.



CONCLUSIONS

Significant orbit period frequency variations are present for the GPS Block I satellites, especially for
those operating on rubidium frequency standards. The results of a tuning experiment for the stochastic

clock model used in the MSF/S orbit/clock determination system indicate that these variations can
be accurately estimated. The adopted model statistics allow realistic Allan variances for the satellite
frequency standards to be computed from these satellite clock estimates.

Tracking the performance of the GPS frequency standards is of interest to many users in the
time transfer community. The satellite clock estimates derived using the MSF/S system provide a
continuous history of satellite time and frequency offsets as a by-product of the precise ephemeris
computations.
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QUESTIONS AND ANSWERS

MARK WEISS, NIST: What is the difference between the broadcast ephemeris and your
precise ephemeris in, say, meters?

MR. SWIFT: That is a difficult question. We believe that our ephemeris is good to 3-5
meters.

MR. WEISS: How far off is the broadcast ephemeris?

MR. SWIFT: I think that it could be off fifteen meters. The rubidium ones are probably
worse than the cesium ones.

MR. WEISS: Is all the variation in the clock put into the ephemeris, or is some put into
the broadcast ionospheric model as well?

MR.SWIFT: I don't think that any of it gets into the ionospheric model. It all goes into
the ephemeris.

DAVID ALLAN, NIST: Did you say that for PRN3 this was worst case and that it wasn't
during an eclipse?

MR. SWIFT: That's right, this was worst case of all the cesiums for those three weeks.

MR. ALLAN: Why would it not be worse during an eclipse?

MR. ALLAN: I don't know.

DR. GERNOT WINKLER, USNO: A sinusoidal variation in time can be interpreted as
an integrated variation of frequency or as a phase modulation. If you interpret that as a
phase modulation, which can come from any temperature sensitive point in the circuitry,
the statistics would look quite different. Have you considered that possibility?

MR. SWIFT: I have been assuming, based on all the information that I have obtained, that
the gerteral consensus is that it is a frequency variation due to the temperature sensitivity
of the clock.

JIM SEMLER, INTERSTATE ELECTRONICS: I will vouch for Everett's numbers for the
precision ephemeris. We have been using it at Interstate pretty successfully for about
two years now. I have question for you concerning the interferometric processing of those
differences. Did you use your Kalman filtering for that? How did you process the data?

MR. SWIFT: Yes, we used the Kalman filter. We essentially gave it infinite Q's and
processed it with 15 minute mini-batches, which is our measuring interval. That is how
we implemented the independent estimate.
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A CALIBRATION OF GPS EQUIPMENT IN JAPAN*

M. Weiss and D. Davis
National Institute of Standards and Technology

Abstract

With the development of common view time comparisons using GPS satellites the
Japanese time and frequency standards laboratories have been able to contribute with
more weight to the international unification of time under the coordination of the
Bureau International de Poids et Measures (BIPM). During the period from June 1
through June 11, 1988, the differential delays of time transfer receivers of the Global
Positioning System (GPS) were calibrated at three different laboratories in Japan,
linking them for absolute time transfer with previously calibrated labs of Europe and
North America. The differential delay between two receivers was first calibrated at
the National Institute of Standards and Technology (NIST, formerly the National
Bureau of Standards) in Boulder, Colorado, USA. Then one of these receivers was
carried to each of the three laboratories: the Tokyo Astronomical Observatory (TAO),
the Communications Research Laboratory (CRL), both in Tokyo, and the National
Research Laboratory of Metrology (NRLM) in Tsukuba City. At each lab data was
taken comparing receivers. Finally the traveling receiver was taken back to NIST for
closure of the calibration. On the way back the GPS receiver at the WWVH radio
station of NIST in Hawaii was also calibrated. We report here the results of this
calibration trip, along with some interesting problems that developed concerning this
technique.

Introduction

The motivation for calibrating time transfer receivers of Global Positioning System (GPS) signals has
been discussed before (1,2,3). We will summarize the concerns here. The method of clock comparisons
using Global Positioning System (GPS) satellites in common view between each pair of stations has
become the de facto standard for comparisons of clocks in the major time standards laboratories
participating in the international unification of time under the coordination of the Bureau International
des Poids et Mesures (BIPM). At least 60 percent of the clocks which enter into the establishment of

the International Atomic Time (TAI), as well as all of the primary frequency standards contributing
to the length of the second within TAI, are directly linked by GPS.

The BIPM establishes a tracking schedule at regular intervals which ensures that pairs of stations
track satellites simultaneously, measuring their local clocks against time as transmitted by the satel-
lites. These measurements are brought together and differenced between pairs of stations to obtain
measurements between laboratories. This differencing of common view measurements cancels the GPS
clocks and, to a large extent, many of the systematic measurement errors (2). A time transfer accu-
racy of 10 ns has been expected and apparently realized in many cases. It is difficult to verify this
accuracy, since there are no operational time transfer system of equal or greater accuracy. Problems
with realizing this accuracy can be divided into three categories:

Contribution of the U.S. Government, not subject to copyright.
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(1) Inaccuracy of the GPS

(2) Local problems

(3) Data processing techniques

Errors in time transfer via a single GPS satellite are due to errors in: satellite ephemerides,
ionospheric modeling, tropospheric modeling, local antenna coordinates, calibration of delays in local
equipment, or due to multipath interference. Inaccuracy of the GPS refers to errors in the satellite
ephemerides and ionospheric models as transmitted from the satellites. The tropospheric model is
fixed in the receivers and is typically a simple cosecant function of elevation normalized by a function
of local height. Errors here might be considered as either part of the GPS system or a problem with the
local receiver and environment. Errors in local antenna coordinates or equipment calibration delays
or multipath around the antenna are local problems.

A measure of inaccuracy of the GPS is a time transfer closure around the world. The resultant
value should be zero. Figure 1 shows the residuals from three common view time transfers: (PTB-
NIST), (TAO-PTB), and closing with (NIST- TAO), where PTB is the Physikalisch Technische Bun-
desanstalt, Braunschweig, Fed. Rep. of Germany. These are residuals over four years: 1985-1988.
One can see the maturation of the system. The data over the months of August through November
of 1988 are at the end of the plot with a mean of 8.3 ns, and a standard deviation of 7.7 ns. This
is consistent with an accuracy estimate of 10 ns for each individual leg. The problem with different
data processing techniques is related to the GPS inaccuracy in that there are systematic errors in
GPS common view data. A time series of common view measurement differences at one sidereal day
intervals with a given satellite can be biased from a similar time series made using a different satellite,
or even using the same satellite at a different time (figures 2 and 3)(4,5). The satellites are in 12 hour
sidereal orbits. Hence the geometric relationship between the satellite and the ground stations repeats
once per sidereal day. For this reason, the tracking schedule prepared by the BIPM sets track times
that repeat once per sidereal day. Biases between tracks taken at different times can cause different
methods of processing common view data to yield significantly different results.

We discuss the local problems in a little more detail since they are particularly relevant for this
paper. The quality of data is degraded by several local sources of errors:

1) Wrong calibration of GPS receivers (instrumental delay, antenna cable, connection to the local
clock)

2) Poor shape of the pulse of the local time reference

3) Tropospheric correction error

4) Multipath due to signal reflection at the receiving site

5) Errors in antenna coordinates

Thus this calibration helps to eliminate an important contribution to GPS time transfer error in
Japan. Since Japan is somewhat isolated from other major timing laboratories, GPS common view is
an important link for including the Japanese labs in TAI.

We note here that we have tabulated information about the system of generating and comparing
UTC using GPS in common view for each of the labs visited. Included is information about the
ensemble of clocks and the environmental control for these clocks in table 2, and the local 1 pps in
table 3. The coordinates of all three locations in Japan are based on geometric measurements from
Tokyo Datum and conversions to WGS-72 and WGS-84. All receivers use the WGS-84 coordinate
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system except the on-line receiver at TAO. Since this experiment, as of July 1, 1988 the TAO has
been applying the WGS-84 coordinate system to the measured residuals in their own computer, before
putting their measurements on the Mark III system. In an experiment at NIST we have seen that the
use of the different coordinate systems, WGS-72 versus WGS-84, both to compute satellite position
and tc convert local antenna coordinates frrm geodetic to geocentric produced a bias in the calibration
of 3.6 ns, and increased the standard deviation from 1.9 to 3.1 ns. This is consistent with our measured
standard deviation of 3.3 ns on the on-line receiver at TAO.

Calibrations at NIST

For common view time transfer only the relative delays through receivers are important. To obtain a
measure of ref A-ref B we subtract the two measurements against GPS: GPS-ref. Any common delay
through the two GPS receivers will cancel. Since we have several GPS receivers at NIST which we
monitor carefully, we are able to keep track of their relative delays even when one changes. We have
maintained the receiver NBS10 as a standard for measuring relative delays through receivers. For this
reason NBS10 has been used as an informal transfer standard for intercomparison of receiver delays
between timing laboratories.

The technique for calibrating a remote receiver is to first calibrate a receiver at NIST against

NBS10, then carry that calibrated receiver to the remote site and measure tracks in common with
the receiver there, and finally bring the receiver back to NIST and close with another calibration
against NBS1O. The delay between two receivers can be calibrated for time transfer by setting them
up to track in common view, at close distances with carefully measured relative coordinates. This
allows cancellation of time transfer errors due to satellite ephemeris errors or mis- modeling of the
ionosphere. Also, there should be no errors due to incorrect relative coordinates. Differences in
measurements due to multi-path still remain. Any instabilities in the receivers become appropriately
part of the calibration.

For this trip we first tracked satellites with the receiver NBS23 at NIST in common with tracks
on three other receivers, one of which was NBS10. The antenna coordinates of all four receivers were

known to within 1 m relative to each other. This was done for weeks. The standard deviations were
usually below 2.5 ns. I shall call NBS23 the "traveling receiver" for this calibration trip, since it was
the one which was carried. The traveling receiver was then carried to Japan, where it was used to
calibrate timing delays of receivers there. Finally, it was returned to the U.S.A. where it was again

calibrated against NBS10 for closure. The final calibration showed an offset of 4 ns with a standard
deviation under 2.5 ns. To correct for this, all measurements made in Japan have been corrected by
2 ns to obtain an estimate of lab receiver vs. NBS10.

Calibrations at TAO

The traveling receiver was set up the night of June 1. Two receivers of different manufacture were
calibrated at TAO. The older receiver is used for data put on the Mark III system for international
time comparisons in cooperation with the BIPM. We will call this the "on-line receiver." The second
receiver is a newer one which we will call the "back- up receiver." After one day of data we discovered
that the 1 pps reference for the back-up receiver had a long rise time, about 50 ns at 90%, since it
was coming from old equipment. The people at TAO therefore changed on June 2 to a different digital
clock with a fast rise time of about 2 ns. The pulse for both the on-line receiver and the traveling
NIST receiver were already coming from this digital clock. After this change both calibrations had
standard deviations of 3.5 ns. The calibrated delays are listed in Table 1 below.
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Calibrations at CRL

The NIST receiver was set up at CRL on Saturday, June 4, and taken down on June 6. The standard
deviation of the data was 13.5 ns. This is large when one considers we are trying to calibrate these
delays to within a few ns. CRL has a unique receiver of their own design. It appears to have a
large overall delay as compared to other receivers, hence the possibility for more deviations in the
measurements. They also use their own ionospheric model. The rise time of the 1 pps to both
receivers was of the order of 20-30 ns at 90%. These factors contributed to the large deviation in
the data. Coordinate errors were ruled out, both since the two antennae were within I m, and since

there are deviations of the order of 30 ns on some of the same tracks from one day to the next. The
calibration results are listed in Table 1 below.

Calibrations at NRLM

The NBS receiver was set up at NRLM on the afternoon of June 6. Tracks were continued until

June 10. NRLM had two GPS receivers NRLMA and NRLMB. These were of a manufacture new to

common view time transfer, with software which had not been used before in a timing receiver. In
fact the software had been newly issued to NRLM within the previous week to facilitate the common
view comparisons of this experiment. In reducing the data we also had a large standard deviation

here: 15.5 ns for NLRMA, and 36.6 ns for NRLMB. In this case we found indication of coordinate
errors since the day to day deviation of the calibration using a single track was typically under 4 ns,
and we had 4 or 5 days of data on most tracks.

The measurement residuals and the elevations and azimuths as recorded from the end of the tracks,

resolved to 1 degree, were used to estimate any coordinate change implied by the data. The process
is illustrated in figures 4 and 5. Both figures are polar plots of the location of the tracks, indicated

by X's, at NRLM in elevation and azimuth. Thus, each X denotes a track which was repeated each
day. Next to each X in figure 4 is the residual for that track of the measurements NRLMB-NBS10
after averaging over all the days and then removing the mean of all the measurements. One can see

here a large bias in the north south direction. The positioning solution in this case resulted in a 16 m
change. Figure 5 shows the residuals after removing the effect of the coordinate change. One can see

there is still a large deviation in the residuals.
The coordinate change for NRLMA was rather puzzling. The result was a 3.5 m change largely

in the east direction. Yet the antennae themselves were only 2 m apart to begin with. It is possible
there was some problem with the software in the receiver. This is reinforced further since the standard

deviation of the measurements from NRLMA after correcting for the coordinate change was still 14.6

ns. The coordinate change for the NRLMB receiver was 16.0 m in the north direction, 2.6 m in the
east direction, and 0.7 m vertically. A coordinate error here is more plausible in that the antenna

for this receiver was somewhat removed to a quieter RF area, and had been surveyed. Though, the

residuals after the change still had a standard deviation of 15.2 ns.
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Table 1. Calibration Results
Local Receiver-NBS10

Lab & Rcvr Date No. pts Mean RMS Coordinate
(ns) (ns) version

TAO on-line June 1-4 47 -11.7 3.3 WGS-72
TAO back-up June 1-4 44 +15.0 3.5 WGS-84

CRL June 4-6 34 -68.1 13.5 WGS-84
NRLM A June 6-10 87 -61.5 15.5 WGS-84

after the estimated coordinate change:

1 -62.3 14.6 WGS-84
NRLM B June 6-10 87 -169.1 36.6 WGS-84

after the estimated coordinate change:

1-172.2 1 15.2 1 WGS-84

Table 2. Clock Ensemble
and Local UTC

Lab Clock Source Point of UTC(i) temp. humid. Faraday
i ensemble of UTC(i) control control shield

TAO 8 Comm. Cs. I Comm. Cs. Start of yes yes yes
w/ supertubes w/ supertube time interval

counter
CRL 1 lab Cs. Ensemble of Start of +/-0.5 +/-10% -40dBm

11 Comm. Cs. 5-6 Comm. Cs. time interval deg C
3 H-masers counter

NRLM 2 HP5061-004 1 HP5061-004 Start of 23.0 50% E field:
I HP5061 time interval +/- 0.3 +/- ?% 120dB

counter deg C B field:
linear

20 dB 0 IKHz
110 dB G 1MHz

Note: "Comm." is used as an abbreviation of "Commercial"

Table 3. Shape of the local lpps
Lab 90% Rise Time (ns) Voltage Level

TAO 4 ns 0-5
CRL 25 ns 0-5

NRLM 10 ns 0-5
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AROUND THE WORLD CLOSURE
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Figure 1: The residuals from three common view time transfers: (PTB-NIST),
(TAO-PTB), and closing with (NIST-TAO), over four years: 1985, starting MiD
!46067, 1986, starting MJD 46432, 1987, starting MJD 46796, and 1988, start ini,
MJD 47161. One can see the maturation of the system, as the resid1a Is
generally decrease and become more well-behaved over the years. The sharp
drop in early 1987 coincides with the coordinate change from WGS-72 to IC'S -84.
The data over the months of August through Novenber of 1988 a-e at the end of
the plot with a mean of 8.3 ns, and a standard deviation of 7.7 ns. This is
Cows;is 1tent with an accuracy estimate of 10 ns for each indi vidoal1 1 ..
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Figure 2: Measurements taken once per sidereal day on satellites in common
view between Observatoire Paris, in Paris , France, and NIST, Boulder,
Colorado show biases between measurements taken via different satellites. The
biases change over time, and can be as large as 40 ns.
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Figure 3: If one uses all common view data available in one c)rono ogici 1
time series, the biases appear as noise with a large diurnal sigr1~tz-,
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Tracks at NRLM

7 x 3 X
00

Figure 4: A polar plot of the location of the tracks, indicated by X's, at

NRLM in elevation and azimuth. Thus, each X denotes a track which was

repeated each day. Next to each X is the residual in ns for that track of the
measurements NRLMB-NBSl0 after averaging over all the days and then removin~g
the mean of all the measurements. The residuals imply a positioning error of

16 m north, 2.6 m east, and 0.7 m vertical. The positioning error in the

north direction can be seen heuristically by noting that the residuals are

generally more negative to the south and positive to the north.

Tracks at NRLM
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Figure 5: A polar plot of the tracks at NRLt as in figure 3, but nov, t

numbers next to the X's have been adjusted from figure 3 to account or th

positioning solution. The standard deviation has dropped from 36.6 ns to 

ns, though this is still quite large.
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QUESTIONS AND ANSWERS

JIM SEMLER, INTERSTATE ELECTRONICS: Can you briefly describe the architecture
of the receivers that you were calibrating?

DR. WEISS: I am not too familiar with the architecture of all the different receivers, they
are quite different designs. They were all operated in a mode that was single-channel,
C/A code receivers. I really don't know the different architectures.

DR. GERARD LAPACHELLE, UNIVERSITY OF CALGARY: You mentioned that the mul-
tipath reached as much as three nanoseconds. You were lucky because with the chip rate
of the code, you could get a delay error as much as 900 nanoseconds. In certain naviga-
tion situations, even with the P-code we have seen as much as 30 to 50 nanosecond delay
because of multipath. It is possible to combine the code with the carrier to limit this.

DR. WEISS: Yes, if you have a carrier-locked receiver, as long as you do not slip a cycle,
the most error that you can get is one cycle. That is the stability of the measurement,
you still have the problem of identifying the cycle that you are locking on. The only way
to determine the pseudo-range is with the code. You still have to start with a code mea-
surement to identify a cycle. What you mentioned about the deviation due to multipath-a
reflected wave can come in as much as 300 meters or 900 nanoseconds out and still in some
way influence the integration. The farther out it is, the less that is going to pull the lock of
the receiver. There really is a trade-off between how far out it is, in terms of how far it's
going to pull the lock, and how much leverage it has in pulling it. Typically what we have
seen is errors between 3 and as much as 10 nanoseconds. There have been other studies
that indicate more than that, but I haven't seen anything on the order of 30 to 50.
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DESIGN CONSIDERATIONS AND PERFORMANCE OF A
SPACEBORNE HYDROGEN MASER FREQUENCY STANDARD1

E.S. Richter and B.A. Bettencourt
Space and Communications Group

Hughes Aircraft Co., Los Angeles, CA

H.T.M. Wang and R.R. Hayes
Hughes Research Laboratories

Malibu, CA

ABSTRACT

An engineering development model (EDM) of a compact hydrogen maser atomic clock for spaceborne
applications has been built by Hughes Aircraft Company, Space and C)mmunications Group (S&CG).
The clock weighs 29.1 kg and has a power consumption of 64 Watts. The clock has demonstrated an
excellent immunity to baseplate temperature variations during thermal vacuum tests, maintaining a frac-
tional frequency stability of 2x101 5 for a 105 see averaging time in the presence of a 10'C sinusoidal
baseplate temperature modulation. The drift rate is also quite low, a few parts in 1015 /day as measured
against a VLG 11 conventional maser. The design criteria, several technical solutions and the possibility
of further reductions in size and weight are discussed.

INTRODUCTION

In May of 1983, Hughes S&CG was awarded a contract by the Naval Research Laboratory to build a
hydrogen maser for use on GPS satellites. The design is based on an oscillating compact maser devel-
oped at Hughes Research Laboratories (HRL).2 Although the basic design and overall functionality
rem-in unchanged, the majority of the mechanical and electrical subsystems had to be substantially
modified to satisfy stringent launch, size and weight requirements. Telemetry interfaces for monitoring
and control also had tobe added to allow remote operation. Some of the more salient features of the final
design will be presented in this paper, together with preliminary stability data.

STRUCTURAL DESIGN OVERVIEW

An isometric drawing of the maser is shown in Figure 1. The physics unit is supportcd at two places by
titanium stanchions: at the plenum assembly (which houses the getter and ion pumps) and at the junc-
tion of the physics unit with the microwave front-end electronics. These stanchions bolt to an aluminum
baseplate, which provides support for mounting to the spacecraft.

To achieve its small size and light weight, the maser employs an clectrodc-loaded cylindrical cavity with
one removable end cap. Four loading electrodes are plated on the outer surface of the teilon-coated
maser storage bulb. It is much more difficult to achieve a high cavity Q using plated electrodes than it is
with the old technique (used in the HRL design) of affixingcoppcr foil electrodes using epoxy adhesives.
However, plating provides mechanical rigidity which is critical to preserving the frequency of the cavity
under the shake and vibration of launch. An added benefit of plating is a much smaller temperature
coefficient of cavity resonant frequency. To achieve the benefits of plating, a new process of depositing
high conductivity silver films on a quartz surface had to be developed, in part because the conventional
technique, which employs chrome, cannot be used due to the residual magnetic fields that chrome gen-
erates.
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The solid stem of the storage bulb is clamped at one end of the cavity by a funnel fitting, while the beam
entrance stem is permitted axial movement at the other end. This allows for dimensional changes during
warmup. The cavity is cantilevered from one end of the surrounding titanium vacuum chamber using
four titanium leaf springs. The patented mounting technique isolates the cavity from force changes that
would otherwise be transmitted due to mounting surface expansions or contractions. The leaf springs
and the delrin washers provide effective thermal and electrical isolation of the cavity.

Five layers of 14 mil thick concentric hypernom magnetic shields with removable tapered end-caps
surround the titanium vacuum chamber. 3 The neck transition of each shield is thickened to reduce
vibration induced stresses, and the shields are held in place axially by a series of spacers.

The quartz dissociator is housed in a stainless steel enclosure and is designed to operate in vacuum. The
dissociator housing mounts to the plenum assembly using a gold wire seal. The demountable plenum and
maser vacuum chambers are joined through a compression seal inside the plenum chamber. A single nut
on the threaded tubulation connecting the two chambers is used to compress the gold o-ring.

The microwave front end electronics employs MIC technology. The rest of the clock and the control
electronics use standard spacecraft electronic construction. All electronic housings are fabricated from
aluminum.

THERMAL SUBSYSTEM

The space maser is expected to maintain a specified frequency stability of lxl0 1 /v/r for an averaging
time r in the range of I <r < 106 sec when the temperature at the spacecraft interface is within the accep-
tance range of 15 to 45'C, with a maximum excursion of 4°C per orbit. The maser is allowed to operate
with degraded performance over the qualification range of 0 to 60'C. This is a very stringent thermal
design requirement.

The design approach is to decouple the microwave cavity from the environment using low emittance
surface finishes, multilayer insulation blankets and thermal isolators. This passive design is augmented
by proportionally-controlled zonal heaters. The goal is to control the temperature of the microwave
cavity to within 1 millidegree C. Changes in cavity frequency which result from this small temperature
variation are then servoed out by means of a cavity-control system (to be discussed in a following section).

The temperature control servos employ thermistor sensors in a resistive bridge network. DC heaters are
used on the outermost shield, the two necks of the vacuum chamber, and the front end electronics for
coarse regulation. AC heaters arc used inside the magnetic shields to minimize magnetic perturbations.
These 20 kHz fine-zone heaters are located on the surface of the vacuum chamber.

HYDROGEN FLOW SYSTEM

The hydrogen flow system makes extensive use of metal hydrides for compactness, lightweight and re-
liability.4 A regulated flow of molecular hydrogen from a metal hydride source is dissociated by a rf
discharge to form an atomic beam. Atoms in the undesired atomic states are stripped from this beam by
means of a quadrupole magnet, while those in the desired state (the upper level of the maser transition)
arc deflected into the teflon coated storage bulb inside the microwave cavity. The resonant microwave
radiation emitted by the atoms in the cavity provides the stable clock reference signal.

The 0.6 moles of hydrogen stored in the lanthanum nickel aluminum hydride supply will last at least twice
the 7 year design life of the i,scr. Normal maser operation requires a hydrogen flow rate of less than
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3x10 5 torr-liter/sec. The entrance and exit openings of the dissociator are chosen to provide a dissocia-
tor operating pressure of 50 millitorr, a value which was empirically found to provide good hydrogen dis-
sociation efficiency, ease of ignition and reliable operation.

The thin walled palladium-silver alloy tube hydrogen flow regulator in our earlier design was found to
lack a positive shut off for baseplate temperatures above 40'C. At temperatures higher than 60°C, the
uncontrolled permeation rate was so high that flow regulation became very poor. The design was modi-
fied by substituting nickel for the palladium-silver alloy. By properly sizing and annealing the nickel tube,
the increase in power consumption was made insignificant. The revised design enabled positive shut-off
of hydrogen flow at temperatures beyond 800C.

The dissociator operates with about 3 watts of rf drive power. To minimize possible radio frequency
interference, the dissociator is completely enclosed by the metal vacuum envelope. The rf power is
generated by a single transistor oscillator coupled to a starting and sustaining electrode structure. Op-
timizing the coupling network is a tedious procedure due to the capacitive coupling between the elec-
trodes and the metal walls. Good discharge ignition and reliable dissociator operation has, nonetheless,
been obtained.

The plenum assembly houses two getter slugs. Although one getter is more than enough for a 7 year life,
a second is provided to reduce the powdering of the getter with hydrogen absorption. The powder is
confined by encasing the getters in sintered 316L stainless steel filters which also serve as baffles to
prevent excessive thermal radiation from reaching the state selector magnet and the cavity region during
getter activation. Two 2 liter/sec ion pumps are attached to the plenum assembly. These pumps are
throttled down and operated at a low voltage to reduce hydrogen pumping.5 Their function is to pump
the small amount of non-getterable residual gases. The pump current during normal maser operation
is typically a few microamps.

CLOCK AND CONTROL ELECTRONICS

A block diagram of the maser receiver electronics is shown in Figure 2. It is basically a triple conversion
coherent heterodyne receiver phase-locking a slave voltage-controlled crystal oscillator (VCXO) oper-
ating at the GPS standard frequency of 10.23 MHz. The buffered VCXO system output is adjustable in
steps of 2xl0 -13 over a range greater than 7x10 10 . Since the natural Q of the compact cavity used in this
maser is too low to sustain maser oscillation, the design uses external gain and positive feedback to raise,
or enhance, the cavity Q. A phase shifter and an attenuator, each independently programmable, are
contained in the 0-enhancer circuit to enable setting the desired gain and phase shift.

A cavity stabilization servo system is an integral part of the receiver. The servo system operates by
alternately injecting test signals at the half power points of the Q-enhanced cavity. The test signals are
produced by upconverting the output of a switched synthesizer (alternating between 11.809 and 11.779
MHz at a 52 Hz rate) with the 1432.199 MHz local oscillator. The transmitted test signals arc synchro-
nously detected for any asymmetry in cavity transmission. Any imbalance forms the error signal for the
servo system controlling the bias voltage of the varactor reactance tuner.

The microwave front end and the cavity stabilization servo, both of which critically affect maser perform-
ance, are located with the physics package in a controlled environment. The remainder of the maser
electronics is contained in the side lobe package (Figure 3). The relationship between the contents of
the side lobe electronics unit and other maser components is shown in Figure 4. To increase packing
density, the majority of the boards arc multilaycr (4 to 8 layers). The boards arc heat sunk and low signal
level boards arc isolated from higher signal level boards.
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STABILITY DATA

Since the dominant perturbation on a satellite borne atomic clock is ambient temperature variation, the
preliminary testing of the maser has concentrated on thermal vacuum effects. The stability of the maser
has been measured in a vacuum chamber. The maser baseplate was bolted to an aluminum heat ex-
changer plate through which a temperature-controlled ethylene glycol solution was circulated. The
temperature of this solution, which was controlled by a computer-driven heater-chiller, could be raised,
lowered, or made to follow a predetermined temporal profile. Stability data were collected on a dual-
mixer-time-difference system with a conventional hydrogen maser, the VLG1 1 P10, as reference.6

The data shown in Figure 5 were taken at a constant baseplate temperature of 301C. As shown by
the phase data, the phase variation is, after subtracting a fitted drift of -4.66x10 -15 per day, less than 1
nanosecond over the 5.9 days interval. The drift rate is consistent with the normal observation for the
VLG I1 P IO. The Allan variance plot shows that the stability is almost an order of magnitude better than
the design requirement. As indicated by the insert in Figure 6, a stepwise baseplate temperature change
from 30 to 37°C during the run caused no observable effect. In an earlier experiment, the baseplate
temperature was sinusoidally modulated between 21.5 and 30'C with a 12 hour period; Figure 7 shows
the synchronously collected phase and temperature data for the first 3 days of this run. Phase data and
the computed Allan variance for the complete run are shown in Figure 8. These results d.ionstrate the
effectiveness of the design and excellent stability performance of the maser.

SUMMARY REMARKS

A laboratory design for an oscillating compact hydrogen maser has been completely re-engineered for
space application. Careful attention was paid to the structural design to meet vibration criteria, to the
thermal subsystem to meet projected spacecraft temperature variations, to the hydrogen flow system to
maintain proper operation in excess of the 7 year mission, and to the electronic subsystems by incorpo-
rating space qualifiable electronic components.

Stability tests were performed on an EDM which was fabricated from components which had survived
vibration testing. The clock has shown excellent immunity to baseplatc temperature variations and ex-
ceptional long term stability.

The EDM is significantly smaller and lighter than a conventional hydrogen maser, but does not represent
a limit in maser size and weight reduction. Indeed, a subcompact maser, CHYMNS-IIIb, has been
fabricated and tested at HRL. This maser, displayed and operated at the 1987 PTIl meeting in Redondo
Beach, California, has a physics unit having only 1/3 the volume and about 2/3 the weight of the EDM.
Although there is slight degradation in short term stability, the electronics limited long term stability is
unchanged. It is therefore not unrealistic to expect that a hydrogen maser with far superior stability can
be packaged as a drop-in substitute for a cesium clock on board GPS satellites.
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REDUCTION OF CAVITY PULLING IN A PASSIVE HYDROGEN MASER

W.M. Golding*, V.J. Folen, A.F. Frank, J.D. White, R.L. Beard
Naval Research Laboratory

Washington D.C. 20375

ABSTRACT

A new method for detection of the hydrogen resonance in a passive maser, has been tested and experi-
mentally verified. This technique, which reduces the effect of cavity pulling on system performance, makes
use of several amplitude and phase measurements of the combined transfer function associated with the
cavity and hydrogen line. The atomic resonant frequency, determined in this way, has been shown to be
essentially free from cavity pulling. For example, we have measured pulling factors 40 times lower than those
measured using pure amplitude or phase techniques for the detection of the hydrogen resonance. The smaller
cavity pulling factor is important in systems where cavity tuning errors are thought to yield an intrinsic
limit on overall clock performance. The technique can be useful as a diagnostic tool, or as the hydrogen
resonance detection method in an operational passive maser.

INTRODUCTION
This paper will show that sampling at discrete frequencies both the phase and amplitude of the forward

transfer function of a passive hydrogen maser can yield a discriminator characteristic which is essentially
free from cavity pulling. This approach reduces the severe requirements placed on the cavity servo in a
passive system. The nominal pulling factor, when detecting by standard techniques, is proportional to the
ratio of the cavity Q to the hydrogen line Q. In our system, which is a miniature passive hydrogen maser,
this pulling produces 2 x 10-1 4 fractional frequency error per hertz of cavity tuning error. Therefore, to
meet long term stability goals of I x 10-15, we require that the cavity, the nominal resonant frequency of
which is 1420.405MHz, be controlled to - 0.050 Hz. Control of the cavity resonator to this degree requires
extremely stable and accurate measurement of the resonance, along with the ability to tune the resonance
in a way which does not degrade the measurement accuracy. This can be difficult to achieve and maintain.
Utilizing sampling of the phase and amplitude of the forward transfer function, we have designed a system
to lock to the hyperfine frequency rather than some specific characteristic of the overall transfer function,
such as the maximum of the amplitude response. This design has yielded a reduction of cavity pulling by
a factor of 40 in our present system. With further development, we hope to be able to reduce the pulling
factor to the extent that the cavity servo will no longer be critical, thereby simplifying the implementation
of a passive system.

THE MASER TRANSFER FUNCTION
In the paper by Viennet, Audoin and Desaintfuscien [1] and also in the paper by Lesage and Audoin

[2], a useful model for the steady state response of a hydrogen maser is given. The model assumes that the
atomic medium obeys the Bloch equations. The resonant microwave cavity of the model is driven by both
the induced magnetization of the atomic hydrogen, and by an interrogating field.

The scattering parameters for the maser are derived largely from the the references [1] and [2]. The
negative impedance concepts are well explained in [3]. The normalized forward transfer function for a two
port maser, driven by a matched generator, and driving a matched load is derived in [1] and [2]. We have
used this transfer function to fix the parameters of the equivalent circuit shown in figure 1. The relevant
parameters of the equivalent circuit are the cavity impedance Z, and the negative atomic impedance Z.. For
the angular frequency of the probing signal w, near to both the cavity (we) and hydrogen (wc0 ) resonances,
one obtains

* Sachs/Freeman Associates, Landover, MD
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Z,(w) R(1 + jT,.(w - w,)) (1)
-Ra(2)

I + jT 2 (w - w,)

It is convenient to normalize both Z, and Z, to R,. We define Z Z,/R and Z I Z/R,. The coupling
parameters /31 and )32 are,

n o and 162 !-Z, (3)

R, Re

where ZO is the characteristic impedance of the external transmission lines, and R, is the resistive part of
the cavity impedance. The ideal transformer ratios are nj and n2 . We define the normalized generator
impedance as Z = Z/Zo and the normalized load impedance as Zj = Z,/Zo.

From this equivalent circuit, the complete set of scattering parameters for the two port maser can be
calculated. The scattering parameters are found to be,

1 + jT,(w - w,) - 11 /(1 + jT2 (w - w,,))

t'+1

S21 = -V1(5)
1jT.(W - w) - T- , A + jT (W - W))

V22 + jT.(w - w,) - S- /(I + jT 2 (w - wO))
S22 = . .. (6)

I +jT,:(w -w) - " /(1+jT2 (w- wo))
1 1 2

S12 =l +jT(w -w)- " ,(1 + jT2(w -w))'

where the relation a/(1 + S) = R,/ (R, (1 + 01 + 02)) has been used. The v, are simply functions of the
coupling parameters. They are,

i = 30 +32

1/22 =. (9)
1 +,31 +)32

L ' 1/2 - 1-4 + 3 + 32" (10)

The two critical frequencies of the system are the (F = 1 , mF = 0 )-(F = 0 , mF = 0 ) hyperfine tran-
sition frequency, and the cavity resonant frequency,

w,, = the unpulled angular transition frequency of the atomic hydrogen

WC = the angular resonant frequency of the microwave cavity.

The relevant system time constants are,

T, = longitudinal time constant of the atomic hydrogen

T2 = transverse time constant of the atomic hydrogen

T = the time constant of loaded cavity resonator i.e. Ig, Z1  1

TC,, = the time constant of unloaded cavity resonator.

124



Other releyant system parameters are defined as follows:

Or = KQcT1 T2I oscillation threshold parameter

a = 1 at oscillation threshold, and 0 < a < I for passive operation

T1T2b2
14 T2 b 2  the saturation factor1 + T2( w)

Q= loaded Q of the resonant cavity
2

- W(T 2

Q. = T Q of the atomic line
2

K = 1),, coupling parameter (11)

hv

A0 = permeability of free space

,uzg = Bohr magneton

V = the cavity volume

77 = the cavity filling factor

h = Planck's constant over 2w

I = net atomic hydrogen flux in atoms/second

b = amplitude of the cavity magnetic field.

Further details regarding these quantities are given in [1], [2], [4] and [5].
The scattering parameters are useful for precise calculation of the effects of microwave measurement

errors on system performance. The principal errors of concern are those due to source and load mismatch,
the effects of lossy transmission lines, residual reflections in the measurement path, limited measurement
isolation or directivity, the effects of dispersion in the cavity resonator, and the effects of nearby cavity
modes. All of these imperfections can be analyzed by properly modifying the two port scattering parameter
model of the maser given in equations (4) through (7). Their effect on long term stability of the system can
then be derived through sensitivity analyses.

In a system in which the generator and load reflection coefficients are r. and [I, respectively, we find
that the measured value of S21 is given by

S21Yn = -- --- - - S21 (12)___S21, 1 - S1 1 F9 - S22r, + r 9I'j(SllS22 - $21S12), (12)

where we have,

F ' and I = . (13)Zg + 1Z, + I

Or, in terms of the normalized impedances, we obtain
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_2,v V,+ 1)2 (14)

If Z9 and Z1 can be considered to have constant magnitude and phase over the frequency range of interest,
then S 2 1,,n is seen to be inversely proportional to the total loop impedance seen from inside the cavity. Under
these conditions, we can make the following approximation:

k
S21,,n -_- (15)ZT

where the total loop impedance, ZT is given by,

ZT =Zc + Za +012, +0 2Z 1 , (16)

and k is a complex constant.

COMMON DETECTION TECHNIQUES

Two means of detection of the hyperfine resonance wo are commonly considered, namely, maximum
amplitude detection and phase inflection detection. The case of maximum amplitude detection is fairly
intuitive. The discriminator characteristic becomes the first derivative of the magnitude of S21,,,, and we
can set our crystal servo to lock to the point where this derivative is zero. This is equivalent to locating the
frequency (WA) where,

aZTI 0. (17)

For the condition of negligible saturation, this criterion produces a pulling factor of,

PA Q2 (18)
Q,,(2 -a)'

where the pulling factor PA is defined as,
W3 - ~

PA = , (19)
W~c -- JO

and WA is the detected frequency. The subscripts A and p differentiate between the different detection
techniques.

If the detection criterion of phase inflection is used, we must force the servo to lock to the frequency
(wp) at which,

a2  :0

where
2T(W) 2T(1) eWw) (20)

This can be shown to yield a pulling factor Pp that is equal to the Q ratio,

Q-,:,
Pp Qa. (21)

As the oscillation parameter a approaches unity in (18), PA approaches Pp. In contrast, Pp is indepen-
dent of a. Since the spin exchange contributions to the overall relaxation are small at low hydrogen flux we
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can assume that Qa remains constant as a is varied by changing the atomic flux. Thus, when the cavity is
mistuned in a passive maser, the dependence of PA on a would yield in the amplitude detection technique
a sensitivity to flux variations not present with the phase detection technique.

Both the amplitude and the phase detection techniques can be implemented by applying a sinusoidally
frequency modulated carrier to the hydrogen resonance, and detecting the amplitude modulation produced
on the output signal. Ideally,there will be no amplitude modulation detected if the carrier frequency is
equal to wj. The amplitude detection technique is implemented by modulating at frequencies less than
the bandwidth of the hydrogen response whereas the phase technique is implemented by modulating at
frequencies much greater than this bandwidth 16].

SWITCHED FREQUENCY MODULATION TECHNIQUES
We are presently using switched frequency modulation techniques to simulate various detection criteria.

The experimental system is diagrammed in figure 2. The network analyzer is referenced to the slaved
oscillator and is used to produce signals at fixed frequencies relative to the oscillator. Switched frequency
modulation refers to the process of stepping a CW signal through a fixed set of discrete frequencies. The
signal remains at a single frequency for a fixed interval of time during which some measurement is made.
Usually the amplitude and/or phase of the steady state response is measured and then the next frequency
is selected and the measurement is repeated. Using this technique, we build up a set of measurements of
the steady state transfer function. These measurements contain information about the absolute frequency
of the slaved oscillator relative to the hydrogen resonance line. By using frequencies well separated from the
hydrogen line, so that only the cavity response is sensed, we obtain information about the cavity resonance
relative to the crystal oscillator. All this information is used to control both the crystal and the cavity,
closing both servo loops.

Using switched frequency techniques, we have tried three different schemes for detection of the hydrogen
resonance. They are amplitude, phase and impedance detection. The amplitude and phase detectors are
discrete simulations of the two detection schemes described in the previous section. They are implemented
by sampling the transfer function and estimating either the first derivative of the amplitude or the second
derivative of the phase of S 21,,.. In both cases, .ie -stimate of the derivative is used as 'he error signal in
the servo. It can be shown that the pulling factor for th, - two techniques is essentially the same as their
continuous modulation counterparts.

IMPEDANCE DETECTION

The impedance detection technique is implemented using switched frequency techniques. As its name
implies, it is based on measurements of the total loop impedance ZT. The loop impedance is defined by (15)
and (16). One can obtain this impedance by inverting the measurement of S21,,, and setting the constant
k = 1. In the present model, we will now assume that the external terminations are well matched. That is,
Z9 and Z 1 are real, frequency independent and equal to one. These effects can be lumped into the resistive
part of the cavity impedance and the external terminations assumed to produce cavity loading but no cavity
tuning. In view of these assumptions, one obtains

2T = 2 + Z. +1 + 032,

/(I+S (22)2T OC 1 + j T, (w - o)- 0 (22)o- W)

Figure 3 shows a plot of ZT in the impedance plane for S = 0, and for the cavity mistuned by approximately
half its bandwidth. Angular frequency is the parameter running upwards along the curve. Note that the
phase and magnitude of the impedance at any frequency are easily obtained by drawing the vector from the
origin to the point on the curve corresponding to that frequency. The measured magnitude and phase will
be the magnitude and phase of that vector.
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The curve is made up of two simple curves, a straight line running from X = -oo to X = +00, and
a circle tangent to that line at w = wo. The straight line is due to the cavity impedance, and the circle is
due to the atomic impedance. The relative pulling factors of the different servos are easily seen from this

diagram. The frequency at which the amplitude servo will lock is that point on the circle (WA) which makes
the magnitude of the measurement vector a minimum. The phase servo will lock at the point on the circle

(wp) at which the measured phase is equal to the phase of the point where the hydrogen circle and cavity
baseline touch. The pulling factors of the different techniques are gauged by noting the relative distance
along the hydrogen circle between the point of lock (either CA or wp ) and wo. For the parameters represented
by this particular impedance plot, it is apparent that the amplitude servo pulling factor is roughly half that
of the phase servo.

This graphical interpretation of the pulling factor has led us to look for ways in which we could force
the crystal servo to lock directly to wo. This would result in a pulling factor of zero simply because there
would always be zero distance on the circle between the lock point and wo regardless of the cavity mistuning.

A similar technique for locking to wo is described in [7].
With reference to the impedance plot of figure 4, the impedance detection technique is based upon the

observation that a vector A tangent to the hydrogen circle will point parallel to the straight line of the cavity
response only if the point of tangency is at wc,. We formulate the servo condition then, such Li'at k must
be parallel to B if w = w(. B is a vector which points in the direction of the straight line representing the
cavity impedance. The servo system must be able to measure the vectors A and B and to adjust the crystal

frequency w- so that A is held parallel to B.
To estimate the vectors A and B, the impedance 2T is calcuiated at the following four frequencies:

Le I =_- U), -

W.2 = W -

W3 =W +fC

L04 = W, + 6. (23)

Here, w, is the crystal probe frequency and t, 6 are modulation frequencies producing test frequencies that
are on and off the line, respectively. We now form A and B using ZT(W) from (22). Let,

A =ZT (W3) - 2Tr(U)2)

B = 2T(w 4) - ZT(Wl). (24)

The condition that A be parallel to B is the same as Im(AB*) = 0, where A and B are taken to be the
complex form of the vectors. We calculate that,

8aT T2'6(w 7 - wi) (25)
Im(AB) =(I + T2(w 7 - w,, + E)2 )(I + T2(w. - WO - f) 2 )

8nTT2 6 ~ p) (26)
(1 + (T2f) 2)2 (wz -

with the approximate form valid for w. -w, << E. The expression Im(AB') is zero for w. = wo, independent

of the value of the cavity frequency. Therefore, we see that the impedance detection scheme should produce

no cavity pulling.

128



EXPERIMENTAL VERIFICATION
We have empirically shown that there is a large reduction in cavity pulling when using the impedance

detection scheme in the experimental setup shown in figure 2. The measurement of pulling factor was done
by varying the cavity frequency by ±2kHz about the cavity lock point and measuring the resulting change in
output frequency when using a given detection scheme. In order to change detection schemes we simply hit
a softkey on the controlling computer (no hardware attached to the maser need be changed). This eliminates
the possibility that the cavity Q or tuning coefficients might change between measurements. We were able
to measure a pulling factor of 2 x 10- 14 per hertz of cavity tuning using amplitude detection and 5 x 10- 16

per hertz of cavity tuning using impedance detection. This represents a reduction in pulling of a factor of
40.

The residual pulling that we see now is not completely explained. It could be related to saturation of
the hydrogen line, delay in the measurement circuit, or dispersion in the sapphire cavity. Anything that
would make the true transfer function differ from the ideal of figure 3 could cause some residual pulling and
is therefore suspect. Efforts are now under way to eliminate the major sources of the residual pulling and
thus reduce the cavity pulling by another factor of ten.
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THE EVOLUTION OF SYNCHRONIZATION IN THE

WORLD-WIDE OMEGA NAVIGATION SYSTEM
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Abstract

If the accuracy of the 0 -nega Navigation System were to be limited at all times
solely by unpredictable propagation disturbances, the relative timing with which the
signals are transmitted must be controlled to an accuracy of less than 0.5 microsec-
onds. Tests of VLF signal transmissions over long distances have established that
the timing stability of such signals will exceed one microsecond for at least some pe-
riod of time. Prior to 1972 the Naval Electronic Laboratory Center (NELC) now the
Naval Ocean System Center (NOSC) was the synchronization control center for Omega
and made the necessary calculations and adjustments using reciprocal path measure-
ments. However, without external measurements the mean system "walked" from
Coordinated Universal Time (UTC). After the U. S. Coast Guard and the Japanese
Maritime Safety Agency (JMSA) became responsible for the synchronization of the
Omega system a more sophisticated technique was developed. This method still re-
lied on a reciprocal path technique, but also included a statistical filter which tracked
each cesium frequency standard at the transmitting stations and computed optimal
phase adjustments based on internal path measurements. In 1977 with seven of the
eight network stations on-line, external measurement source such as LORAN-C and
portable clock measurements tied the Omega system to UTC time. In November 1985
Global Positioning System (GPS) data from Omega station Liberia was used for the
first time as an external input to the existing Synchronization software package. By
early 1987 GPS monitor receivers were installed at all the Omega Transmitting Sta-
tions. In 1988 data from the transmitting stations in the southern hemisphere was
used to remove a 2-3 microsecond bias which greatly improved the synchronization
throughout the Worldwide Omega Navigation System.

INTRODUCTION

Omega is a very low frequency (VLF 10-14 kHz) radio navigation system with a total of eight worldwide
stations (Figure 1) transmitting phase synchronized signals at five frequencies (10.2, 11.05, 11.333, 13.6
and a station specified unique frequency) in a time-multiplexed format (Figure 2). The Omega system
is designed to provide a worldwide all-weather position fix capability with 2-4 nautical miles accuracy
(2dRMS). For the phase contour pattern, whose position is defined to be stationary, the timing signal of
the stations must be synchronized. Operationally, the signals of each station are independently timed
with cesium frequency standards and synchronization instructions are generated and issued by the

Japanese Maritime Safety Agency (JMSA) in Tokyo, with the U. S. Coast Guard Omega Navigational
System Center (ONSCEN) acting as the back up.

In the early to mid 1960's Omega entered the development stage, with four transmitters located in
Norway, Trinidad, Hawaii and New York. Of these four original stations, Norway and Hawaii remain
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today as full power operational stations. Australia was brought on-line in 1982 to complete the eight
station worldwide network. In an effort to minimize synchronization errors Loran-C timing data
was introduced in the northern hemisphere stations in 1976. In 1988 GPS data from the transmitting
stations in the southern hemisphere was used to remove a 2-3 microsecond bias which synchronized all
Omega stations well within 0.5 microseconds relative to UTC traceable to the U. S. Naval Observatory
kFigure 3). Synchronization is maintained by having each of the eight station report to JMSA and
ONSCEN, the computing centers, signal phases of 10.2 and 13.6kHz of all other stations within range
with respect to its own signal along with timing information from LORAN-C and GPS. The computing
centers determine the deviation of each signal phase from the system mean and using this external
timing information directs the stations to adjust their timing rates to minimize deviations as illustrated
in Figure 4.

HISTORICAL DEVELOPMENT

Master-Slave Mode

At inception, and for many years thereafter, the developmental Omega system was operated in a mas-
ter slave mode in which transmitters were designated as master or slave. The master transmitter was
driven by a frequency standard of moderate stability (1 part in 1010). Master transmissions were mon-
itored near the remote slave transmitter (10-30 kin), which broadcasted on a subsequent transmission
segment in phase coherence with the received master signal. Slave transmitters, therefore, approx-
imated in-phase reflectors. This method of synchronization is traditional with man) naigational
systems, having originated with LORAN A and DECCA. Compared to "absolute" synchronization,
slaving has the advantage of not requiring costly precision frequency standards and the disadvantage
of requiring different specifications of the master-slave relationship in system design. Also, navigators
may not alter the established master-slave relationship and must use the prescribed lines-of-positions
(LOPs).

Absolute Mode

The idea that Omega transmitters be operated from precision frequency standards originated with
a suggestion by J. A. Pierce of Cruft Laboratory, Harvard University in 1960. The possibility of
Omega becoming a global system with redundant information available would allow the navigator to
select transmitters in any convenient manner so as to obtain usable signals and geometry. Absolute
synchronization provides this particular advantage, as well as the following:

a. Improved accuracy from reduction of the number of active propagation paths from three to two
for a single LOP.

b. Improved reliability.

c. Simplified use of the system for time and frequency dissemination, as all transmitters are an
equivalent source of precise time.

These considerations and the concurrent advancement of the state of the art of cesium frequency
standards rendered absolute operation both desirable and practical. Initial exploratory attempts at
absolute synchronization were not made until 1965. At that time, no cesium standards had been
installed and quartz oscillators were still in use at the four R & D Omega stations. The original
experiments involved Canal Zone and Hawaii using an intermittent transmission schedule of approx-
imately 12 hours per day. This procedure required that data for Hawaii observed in the Canal Zone
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and for Canal Zone data observed in Hawaii be transmitted to San Diego where timing/phase control
information was derived. This interrupted schedule, together with a lack of redundancy in timing
equipment rendered many phase/timing jumps which probably occurred during off air periods or as a
result of timer power loss. Because of the poor stability of the existing standards, prompt transmission
and utilization of data and control information were necessary. In practice, communications delays
were substantial and technical operation was not completely successful, even though useful navigation
signals were transmitted. This early operation illustrated the need for redundant precision frequency
standards and emphasized the importance of communications in a reciprocal path control procedure.
In early 1966 cesium standards were installed at Norway, Hawaii, New York and Trinida] (moved from
Canal Zone) along with updated timing equipment. This began modern Omega in the absolute mode
of operation.

Cesium Standards

The synchronization method chosen for this R & D system implementation was developed by J. A.
Pierce in late 1965. This procedure was initiated in late February of 1966 with three stations and was
extended to include Norway in April. Each station would measure the phase difference (10.2 and 13.6
kHz) with the other stations and then compute and make appropriate adjustments using Predicted
Propagation Corrections (PPC's), weights and references. Each station would then adjust based on
measurements of the other stations and all stations would therefore be adjusting on each other. During
this period the original four R & D stations were transmitting and using this self--adjusting procedure
in which each station made discrete daily phase changes to remove one third of the calculated errors
observed on reciprocal data. By mid May a ten microseconds epoch error had developed (measured by
portable cesium clock) at Norway and that station was removed from general adjustment procedure
and placed under direct control of Omega New York which was able to track their signals. This
modified procedure proved satisfactory for the summer of 1966. However, the mean system "walked"
and administrative difficulty ensued. The administrative troubles together with degraded performance
led to a change from the Pierce procedure to one involving an active control site which determined all
synchronization adjustments. The new procedure necessitated a central control site which was located
at the Navy Electronics Laboratory Center (NELC) now Naval Ocean System Center (NOSC) in San
Diego. This method relied on the reciprocal path technique to detect synchronization disparities, but
also included a statistical filter which tracked each cesium oscillator and computed optimum phase
adjustments based on internal path measurements.

The four stations would send their observations on 10.2 and 13.6 kHz by message weekly to the
control center where they would determine the daily phase adjustments to be applied to each station.
In addition to the phase data, phase shifter positions were also sent, which enabled the control center
to keep a history file of the back-up cesium frequency offsets. If the on-line cesium failed, the back-up
system would be available with it's own historical offset, and continuity would be maintained.

EXTERNAL MEASUREMENTS

LORAN-C

External measurements are valuable in reducing synchronization errors resulting from biases in PPC's.
Over the past 18 years Omega synchronization methods went through three major phases. In the 1970-
1976 time frame "internal" synchronization via reciprocal Omega signal measurements was used. This
method synchronized the stations to within 3-5 microseconds of each other. However, since this
method did not tie the system to UTC or any other external timing source the system "walked." At
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one point the system was out by 29 microseconds with respect to U. S. Naval Observatory (USNO)
Master Clock. This was promptly removed in the fall of 1975 before the new stations in Argentina,
La Reunion and Liberia became operational. In an effort to reduce the timing errors and tie the
system to UTC, Loran-C timing equipment was installed at four stations (Norway, Hawaii, North
Dakota and Japan) during the period of 1976-79. After proper calibration of the timing paths this
data was introduced to the synchronization proces3. In October 1977 the Japan Maritime Safety
Agency was given the primary responsibility for synchronization execution and the dissemination of
synchronization and frequency corrections to the stations. The Omega Navigation System Center
maintains a back-up synchronization capability. With the implementation of Loran-C as an external
timing source in the northern hemisphere, the system was steered to UTC within 2-3 microseconds
although the individual stations in the northern hemisphere were held within one microsecond of UTC.
This method was a big improvement to synchronization and the system time became traceable to the
U. S. Naval Observatory as illustrated in Figure 5.

Global Positioning System (GPS)

With the advent of GPS, a real-time, accurate, external timing system became available for all Omega
stations in the southern hemisphere plus Liberia. Initially the test bed with the prototype GPS
receiver was introduced at North Dakota and compared with existing Loran-C timing. Figure 6 is a
comparison plot of the two systems for a typical month. The timing of Omega station Liberia was
always suspicious as reported by various portable clock trips. A GPS timing receiver was introduced
to the timing configuration of Liberia in early 1985 which confirmed earlier reports of a constant bias
of about three microseconds. In November of that year, GPS data was used for the first time as an
external timing source in the synchronization process which removed a long standing bias as shown
in Figure 7. The GPS receivers were placed in an automatic mode of operation which selected the
best geometrically suited satellite. One observation was made per day and every Monday the data
was sent to the synchronization control center. By mid 1987 all Omega stations were configured with

GPS timing receivers. As the confidence level grew with the GPS equipment and data the southern
hemisphere stations were moved on-line one at a time.

Argentina was the first to be brought on-line in January 1988. The resulting effect it made on the
synchronization process is shown in Figure 8. This was followed by Australia (Figure 9) in March and
La Reunion (Figure 10) in May bringing all the southern hemisphere stations into the synchronization
process with external sources. Figure 3 shows that having GPS timing available in the southern
hemisphere has increased the Omega system synchronization accuracy well within 0.5 microseconds
with minimum weekly corrections applied and tied to UTC which is traceable to the U. S. Naval

Observatory.
The ability to synchronize the individual Omega stations to within 0.5 microseconds and ultimately

the system has been achieved as envisioned by the originators. The present policy is that GPS timing
data is not a substitute for the current synchronization program but rather serves as a highly weighted
external input to the current program. A study is now being made to determine how we can more
effectively use this highly accurate resource and at the same time continue to use current reciprocal
Omega VLF measurements. Dependence on GPS solely can lead to the problem encountered in
September 1988 when the Department of Defense (DOD) decided to change the satellite message
format which disabled many GPS receivers.

According to the 1986 version of the U. S. Federal Radionavigation Plan (FRP) there are about
21000 known Omega users of which less than 10% are DOD users. The current thinking is that Omega
will be available at least 15 years after GPS becomes fully operational. In this paper we have tried
to make the Timing community aware of a very cost-effective system like Omega that can be used as
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a worldwide timing system. By employing special techniques one should be able to recover epoch to
better than one microsecond traceable to UTC (USNO) and frequency accuracy on the order of a few
parts in 1012. Omega transmissions offer the following:

" Advantages:

1. Continuous operation 24 hours per day.

2. High reliability of the stations and repeatability of propagation.

3. Eight stations providing worldwide coverage.

4. Extreme range providing redundancy, if one station is off air for maintenance.

5. Transmissions controlled by atomic standards.

6. Time is traceable to UTC (USNO).

7. Reception is relatively simple and inexpensive.

* Disadvantages:

1. Occasional propagation disturbances such as Sudden Ionospheric Disturbances (SID's).

2. Propagation complexities which can result in modal or long-path interference.

3. Repeated measurements at various frequencies or other time disseminated methods required
to initially set or periodically verify coarse epoch.

REFERENCES

1) Swanson, E. R., Kugel, C. P., "VLF Timing: Conventional and Modern Technique including
Omega," IEEE, Vol. 60, No. 5, pp. 540-551, May 1972.

2) Swanson, E. R., Kugel, C. P., "Naval Electronic Laboratory Center Omega Synchronization and

Control." R & D, 19 March 1971.

137



OMEGA SYSTEM TRASMDTTING STATION LOCATIONS

*EIGHT TRANSMITTING STATIONS
NORWAY(EACH4 AT 10 KW)

SIGNALS RADIATED ON A TIME-
SHARE BASIS WITH A REPETITION

ft DKOTAPERIOD OF 10 SECONDS
FIVE SIGNAL FREQUENCIES -

10.2. 11.05. 11.3. 13.6, k~a
w PLUS A UNOUE FREQUENCY

FOR EACH STATION
LIBERIA* ALL WEATHER GLOBAL SIGNAL

COVERAGE
- POSITION FIX ACCURACY

2 TO 1 rn f2drms)
' TiMINO 0.5-1.0 MICROSECONDS

LA REUNION TRACEABLE TO USNO (MCI

EIGHT WORLDWIDE STATIONS PROVIDING ALL WEATHER VLF RADIO NAVIGATION AND TIMING

FIGURE I

OMEGA SIGNAL TRANSMISSION FORMAT
TIME (SECONDS)

STATION

13.6 11.3 1FIGU 12. u 105U 21

(A) NOR A u138



OMEGA NAU SYSTEM

CPS IMPLEKE4TED 0 LA REUNION

1988
SYSTEM ADJUSTMENT

FIGURE 3

OMEGA SYNCHRONIZATION PROCESS

UflERNAL SY T M IN

EIIN L---------

EAU OME T MA LTYSAL E RAN MIT TE HS

TRKM OLTO O IT MORICROPEAL

STATONS F EAH OFEACHTRANSMITTERS

TASITR CESIUM CLOCK RNMTE

MEASUBFIGURE 4INA

139



NORTH DAHOTA
UTC (minus) ONSTA

U

11

S -6*

1987

LORAN (1800 UT)

FIGURE 5

NORTH DAXOTA
UTC (minus) OMSTA

8or

SOPS (0946 UT) x LORAN (1800 UT)

FIGURE 6

1 40



LIBERIA

CI'S IMPLEMENTED

N -a

-mw an l

1985
CPS

FIGURE 7

ARGENTIINA

is Mff@ acu=D mm

1 /7 - GPS IMPLEMENTED

-n/

-aD

1987/88

GPS

FIGURE 8

141



AUSTRALIA
UTC (minus) OMSTA

GPS IMPLEMENTED

1988
GPS

FIGURE 9

LA REUNION
UTC (minus) OMSTA

1 -GPS IMPLEMENTED

-I1.

1988
GPS

FIGURE 10

142



QUESTIONS AND ANSWERS

DR. GERARD LAPACHELLE, UNIVERSITY OF CALGARY: Could you summarize for
us the improvement in accuracy for Omega due to GPS timing. Both for the absolute
mode and also confirm or not confirm as to whether a gain in accuracy is obtained when
operating in a differential mode.

MR. VANNICOLA: The accuracy is proven by the plots. We can maintain the stations
to well within a half microsecond of UTC. Right now we are going through a process of
improving our PPC's (Propagation Prediction Correction) for the diurnal change which
are hard to predict because about 50% of them are going through some sort of diurnal
change all the time. We are going to try to make available to the public better PPC's.

DR. LAPACHELLE: Did the two-dimensional accuracy improve for the typical ship-borne
or air-borne user due to the improvement in GPS timing?

MR. VANNICOLA: I don't think that you would have noticed that. The errors in naviga-
tion are mostly propagation. Timing has improved, but not navigation. I will say this-we
are not going to GPS as an external timing system solely. This was proven in September,
when GPS decided that they were going to change the format. Our receivers were not able
to receive the timing signals. We plan to correct the PPC's on a baseline, then pull out
the external input and see how close we maintain it.
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Abstract

LORAN-C signals of Iwo Jima (9970-M) and Hokkaido (9970-X) of the Northwest
Pacific chain were received at 21 locations in northern Japan to estimate the accuracy
of time comparison by the LORAN-C method. The distance between transmitting
sites and receiving sites ranges from 24 km (9970-X to Onbetsu, Hokkaido) to 1777 km
(9970-M to Ajigasawa, Aomori). The Navy Navigation Satellite System was used to
determine the antenna location to an accuracy of ±10 m, which is necessary to estimate
the propagation time. The secondary phase is calculated by the Millington-Pressey
method using Brunavs's approximate formula for secondary phase computation and
an effective conductivity map. The phase delay shows a general tendency of +0.65
microseconds per 100 km with resect to a wave moving at vacuum velocity. The range
of deviation is ±0.5 microseconds. The observed phase shows the additional delay of
about 0.35 microseconds per 100 km. With this correction applied, the observed phase
deviates usually in the range of ±0.5 microseconds. However, sometimes the observed
phase shows deviations as much as ±1.5 microseconds, which seem to be due to the
terrain effect.

INTRODUCTION

The LORAN-C signals reveal a very high precision potential in time comparison as stable as ±0.1
microseconds or better in the region where the ground wave is utilized. The LORAN-C method,
however, sometimes shows pretty large offsets in time epoch comparison compared with other, for
example portable clock, methods. The main purpose of this paper is to estimate the accuracy of
time comparison via the LORAN-C method. Discussions are confined to the ground wave. There are
some problems which are concerned with time comparison, such as the identification of the reference
tracking point, system delay calibration, and propagation delay estimation. the accuracy of the system
delay calibration is around ±0.2 microseconds, which includes the effect of delay variations according
to the setting of the center frequency of the notch filters for the Decca signals (Horiai, et al. 1983).
The propagation delay over sea water can be estimated pretty accurately. The one over land is pretty
erroneous and limits the time comparison accuracy. So, the discussion will be made mainly on the
accuracy of estimation of the propagation time of the ground wave over land. We would like also to
estimate the effect of terrain on ground wave propagation by experiments, because the effect seems to
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be strongly associated with the accuracy of time comparison. The terrain effect is considered to be
dependent on the topography of the site and experimental examination is indispensable.

OUTLINE OF THE HARDWARE

The received signals are Iwo Jima (9970-M) and Hokkaido (9970-X) of the Northwest Pacific chain.
The receiving sites are 21 points in northwest Japan as shown in Fig. 1. Distances of the propagation
paths over sea, land and mixed range from 24 to 1777 km. Two sets of LORAN receivers, Austron
model 2000C and Aerospace Research Inc. model LFT-504 were used at the mobile sites and fixed site,
Mizusawa, respectively, to compare the phase of the received signals. The time differences between
9970-M/X and UTC(ILOM) were monitored regularly at the fixed site. Loop antennas were used
with both receivers and were set to point to the transmitting sites.

A Hewlett-Packard cesium beam clock model 5061A was used as a portable clock (PC) with the
aid of a portable power supply.

The Navy Navigation Satellite System receiver, Magnavox model MX-1502, was used to determine
the location of the mobile sites. The formal error of the estimated three dimensional coordinates
are about ±10 m after a data accumulation of twenty four hours. Measurements were conducted
automatically with the aid of a laptop computer system, Epson model HC-88. Ambient temperature
was also recorded, to monitor the rate change of the portable clock due to temperature change. The
temperature coefficient of our portable clock was determined in our laboratory as +1.0 x 10-13 per
degree before the experiments. We tried to maintain the ambient temperature as stable as ±5 degrees
so that the clock error remains within ±0.1 microseconds during the experiments. The effects of
magnetic field and humidity seemed to be less than ±0.1 microseconds and they were not monitored
throughout our experiments.

OUTLINE OF THE EXPERIMENTS

The experiments were conducted as follows:

Year Received Visited
Signals Sites

1984 9970-M Miyatojima, Hanaizumi, Wakuya
1985 9970-M Katsuura, Tsukuba

9970-X Erimo, Kosode, Taro, Tsukuba
1986 9970-M Kizukuri, Ajigasawa, Odate

Takanosu, Maebashi, Noshiro, Inubo
9970-X Maebashi, Sano, Shibetsu, Hinata

Onbetsu, Makubetsu, Inubo

Time synchronization between UTC(ILOM) and 9970-X was made using the received value at
Onbetsu, Hokkaido where the distance from the transmitting station was 24 km and is considered to
be the best to obtain time synchronization accurately, because the error of the time delay estimation
seemed to be the smallest.

Time synchronization between 9970-M and 9970-X was confirmed by receiving both signals at
Cape Inubo in the Chiba prefecture, where both propagation paths were over sea water.

Phase deviations were derived as follows; 9970-M/X - UTC(ILOM) are regularly monitored at
Mizusawa and labeled A; time difference data 9970-M/X - UTC(ILOM) is labeled 5; phase deviations
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are obtained by subtracting A from B. The data were reduced to the same epoch by interpolation.

corrections were made for propagation delay, system delay and emission delay (Horiai, et. al., 1983)
The secondary phase was calculated by the Millington-Plessey method using Brunavs's approx-

imate formula for phase delay computation (Samaddar, 1979; Brunavs, 1977) with the aid of the

effective conductivity map (CCIR, 1986), where the terrain effect is included. The formula C of

Brunavs's paper which has eight variable coefficients was used. Permittivity was set at 81 and 15

for sea and land, respectively. The parameter (alpha) which is connected with the lapse rate of the
Earth's atmosphere is taken as 0.75. The method explained here to calculate the secondary phase will
be called "our method" hereafter.

RESULTS

Time synchronization was attained between LORAN-C(9970-M/X) and UTC(ILOM) to an accuracy
of about ±0.2 microseconds.

Time synchronization was confirmed between 9970-M and X to an accuracy of about ±0.1 mi-

croseconds.
The estimated secondary phase delay by our method has a general tendency of +0.65 microseconds

per 100 km in northern Japan with a range of deviation of ±0.5 microseconds as shown in Fig. 2. The

observed phase deviation becomes larger by this amount if we use the above linear relation instead of

the delay calculated by our method.
The observed phase variation shows that additional phase delay of +0.35 microseconds per 100 km

is necessary in addition to the secondary phase delay calculated by our method.
The observed phase usually shows a discrepancy in the range of ±0.5 microseconds with exceptions

of +1.5 microseconds observed at Erimo, Hokkaido and -1.5 microseconds observed at Noshiro, in the
Akita prefecture if the correction of +0.35 microseconds per 100 km is made in addition to the
secondary phase delay calculated by our method.

Phase deviations of ±0.2 microseconds and offset of -0.2 microseconds were observed for the prop-
agation path in the distance range from 1200 to 1500 km over sea water. The negative offset Shows

that the conductivity of the sea water is smaller than 5 S/m, if the ground conductivity of 0.01 S/m

is correct for the propagation path from Hokkaido station to Onbetsu.

DISCUSSION

The additional phase delay of +0.3 microseconds per 100 km seems to be due to the terrain effect and
partly due to the low conductivity layer which is just under the Earth's surface.

The large phase delay observed at Erimo is probably di- to steep mountains which are just in
front of the site.

The large phase advance observed at Noshiro is probably explained by a smaller effect of terrain
than expected, because this site is 100 km away from the mountains.

The conductivity map which was used here is for the frequency of 100 MHz. The map for 100 kHz
would improve the accuracy of the estimation of the propagation time of the ground wave. The effect

of the terrain would, however, be larger than the one which would be improved by using the more
precise value for the conductivity. The phase integration method would pursue the terrain effect more

effectively.
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above for the signal from Iwo Jima.
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METEOROLOGICAL INFLUENCES ON LORAN-C PROPAGATION

OVER SEA AND LAND IN MEDITERRANEAN SEA CHAIN

Zoran M. Markovi6

Federal Bureau of Measures and Precious Metals
Mike Alasa 14, 11000 Belgrade, Yugoslavia

ABSTRACT

Loran-C phase variations of signal from the
Master of the Mediterranean Sea chain at Sellia
Marina were measured simultaneously at three
receiving sites, located on sea, coast and land.
The effect of terrain over which the signal is
propagated is considered together with the in-
fluence of weather parameters on the phase vari-
ations at the transmitter, along the signal paths
and at the receiving sites. Based on an analysis
of these data, correlations among these variations
are examined, and correction is introduced to the
measured results, in order to improve precision
of mutual and international comparisons via Loran-C.

INTRODUCTION

Eleven collaborating laboratories which contribute data on
atomic time - TAI use Mediterranean Sea Loran-C chain for
their international comparisons, five of which receive the
signals from Master station, 7990-M II.

International comparisons of the cesium clock in Federal
Bureau of Measures and Precious Metals, UTC(YUZM), for twelve
years now, have been carried out via Loran-C, Master at Sellia
Marina, and by clock transportation 121. Variations of phase
of a received Loran-C signal in Belgrade have been observed
as seasonal, as well as diurnal 131. These variations have
also been studied elsewhere in the world 141 - 171,but our
intention was to study them for our particular propagation
path.

An experiment aimed at analysis of Loran-C time of arrival -
TOA variations on sea and land was realized in July 1987.



Using three Loran-C receivers, times of arrivals of the signals
from the Master of the Mediterranean Sea chain were measured
simultaneously on sea, coast and land, in relation to the times
of atomic clocks on the island, in Split and in Belgrade, re-
spectively. Together with TOA measurements, temperature of air
at receiving antenna sites was also measured. In order to ana-
lyze correlations between time of arrival variations and weather
parameters, meteorological data were obtained from meteorological
stations along the propagation paths.

ANALYSIS OF PHASE VARIATIONS AT DIFFERENT RECEIVING SITES

Geometry of receiving sites during the experiment on sea, coast
and land in relation to Master at Sellia Marina is shown in
Figure 1, together with geographical configuration of the paths
over which Loran-C ground wave signal is propagated. The lay
out of meteorological stations located close along the propa-
gation paths, which supplied information on air temperature,
humidity and pressure, are also shown in Figure 1.

Elevation profiles for two propagation paths are shown in
Figure 2, since the path towards the island coincides for the
most part with the path of receiving site located in Split.
Elevations of meteorological stations are shown on these pro-
files, but it should be noted that air pressures measured in
them were reduced to sea level for the purpose of calculations
and analyses. In order to examine meteorological influences,
the paths were divided into segments, presuming that charac-
teristics of propagation medium within each segment were nearly
the same from meteorological point of view.

The measurement system used in Belgrade is described in refer-
ence 131, and it was almost the same in other two sites. Char-
acteristics of atomic clocks were determined in the beginning
and at the end of the experiment by clock transportation, so
that the rate of atomic clocks during the experiment was deter-
mined and removed from the data. Measurements were carried out
every second with resolution of 20 ps. Results of measurement
were filtered by means of a recursive discrete filter which
approximates a special case of Wiener filter,

2- _T + i + ' i-±) (i)

where t amounts to 14 400. By filtering data, time of arrival
variations were reduced by about 3.5 times.

Figure 3 presents time of arrival variations following filter-
ing for receiving sites on sea, coast and land with phase
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variations being larger in signals propagated over land and
traversing a mountain range. A correlation between these
variations is observed, resulting from phase changes in the
transmitter and following propagation through the common
part of the medium. Phase variations which are neither re-
corded at the same time, nor are they of equal intensity at
all the three sites, appear mainly due to changes in the
medium in the vicinity of the receiving antenna.

METEOROLOGICAL INFLUENCES ON GROUND WAVE PROPAGATION

Total phase lag ¢, of propagated ground wave of Loran-C signal
can be expressed as 15

) = n a + d (2)
C a C

where n is the surface refractive index, d is the distance
between the transmitter and the receiver in meters,
w/c = 3.3355693 ns/m, and ¢c is the secondary phase correction,
which can be determined approximately from 181

1/3 2/3
€0 =(n a w/c) a T (d/a) (3)C a o03

where a is the radius of the Earth,T0 is derived from the
boundary condition at the surface of the ground, and a is
associated with the slope of the profile of refractive index
with altitude. Over average land T is of the order of 0.89.

Phase of the primary wave depends directly on n. But the
phase of the secondary factor depends on n, gradient of n
through factor a, and the ground surface impedance which
enters into T o . Parameter a is a function of surface re-
fractive index and its gradient with respect to altitude Z,
or lapse rate, and is given by

1 dn (4)n z

Weather parameters, such as temperature, pressure and humidity,
influence the behavior of atmospheric refractive index 19Iin
a complex way, but the following simplified formula relating
the refractive index with these various parameters has been
found to be useful in practical work in radiometeorological
studies,

(n - 1) 106 = N = 77.6 (p + 4810e) (5)T T

where N is refractivity, T is temperature in K, P is atmos-
pheric pressure in mb, and e is partial water vapour pressure
in mb. The second term of eqn. (5) contains humidity term e,
dnd it is therefore called the wet term. The first term is
known as the dry term.
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Comparative analysis of TOA variations and refractivity
(N-total) changes for the three receiving sites did not
offer a satisfactory correlation. This can be explained
by the fact that lapse rate is practically constant in
summer, as well as that wet term amounted to 20 % of the
refractivity (N-total) all the time in the area observed
by the experiment.

A significant (negative) correlation between TOA variations
and the changes of dry term of refractivity is shown in
references 151 and 16|. Variations of TOA at different
receiving sites with integrated dry term, N-dry, data
for each particular path,are plotted in Figure 4. Inte-
grated dry term,N-dry,data were obtained as a weighted
mean of N-dry from all segments of a particular path ac-
cording to length of the segments, as they are shown in
Figure 2. High degree of (negative)-correlation is obvious
for all the three receiving sites, i.e. on sea, coast and
land.

However, it is not always possible to obtain meteorological
data for calculation of integrated dry term from a large
number of meteorological stations along propagation path,
especially not with the frequency which would be necessary.
In Europe, signal path frequently crosses over several states,
making this problem even more serious. In a situation where
only dry term is important, as shown in references 151 and 171,
secondary phase factor increases (decreases) with the increase
(decrease) of the values of a. This implies that when tem-
perature increases (decreases), both a and TOA (time of ar-
rival) increase (decrease), which may be interpreted as high
positive correlation between temperature and TOA variations.

Instead of further examination of the correlation between TOA
variations and the changes of integrated air temperature which
could be obtained as the weighted mean from temperatures as-
sociated with corresponding segments along the path, it was
decided to examine the correlation between TOA variations
and air temperature changes at the receiving site. Figure 5
presents TOA variations together with air temperature changes
at the receiving site for the three receiving sites on sea,
coast and land. The figure clearly shows high degree of cor-
relation between the presented temperature changes and the
time of arrival variations for different receiving sites.

A common presentation of air temperature and corresponding
time of arrival for the receiving sites on sea, coast and land
is given in Figure 6. Each datum is a couple of measured
values at the moment results were recorded. The straight line
which is the best approximation of the dependence between time
of arrival variations and air temperature changes has been
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determined by the method of linear least square fit, and it
is presented in this Figure. Time of arrival variation of
Loran-C signal, due to air temperature change (coefficient
equal to the slope of the straight line), amounted to
A = 3.3 ns/°C for the receiving site on sea, A2 = 3.1 ns/OC
for the receiving site on coast, and A 3 = 3.1 ns/OC for the
receiving site on land. In June 1986 the coefficient was
A = 2.8 ns/°C for the same receiving site on land, in Bel-
grade. During the winter this coefficient can be as high
as A = 78 ns/ C, as it was in November 1985 for the receiving
site in Belgrade 1101.

Time of arrival values t (ns), presented in Figure 3, obtained
after filetring, were corrected by application of linear de-
pendence shown in Figure 6, by means of the following equa-
tion

tk = t - AT (6)

where tk is corrected time of arrival in ns, A is the coef-
ficient (slope of straight lines from Fig. 6) in nc/0 C, and
T is air temperature in °C.

Figure 7 shows Loran-C time of arrival variations after cor-
rection for the value of corresponding air temperature has
been introduced, for the receiving sites on sea, coast and
land. After correction, the effective value~of variations
was reduced by about 2 times for all three receiving sites.
Even after correction, phase variations are larger in signals
propagated over land than in those propagated over sea. Time
of arrival variation after correction was in Split 4.9 ns (lo),
and in Belgrade 6.0 ns (lo), meaning that after correction
uncertainty in comparison between Belgrade and Split was 7.7 ns
(1a). Minimum time of arrival variations were during the day,
between 11 a.m. and 3 p.m., when total variations of the cor-
rected phase was around 10 ns. The possibility of comparison
of atomic clocks in Belgrade and Split by Loran-C is actually
the difference of times of arrival of these two cities. Total
variation of the difference of corrected times of arrival is
below 50 ns.

CONCLUSION

Loran-C phase variations of signal from the Master of the Medi-
tarranean Sea chain measured at receiving sites on sea, coast
and land are significantly correlated with integrated dry term
of refractivity as well as with air temperature at the receiv-
ing site. By presenting time of arrival as a linear function
of air temperature, applying the linear least square fit method,
it is possible to introduce a correction on measured results,
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which enables reduction of time of arrival variations by
factor 2 for all three receiving sites. It is shown that
even a simple correction based on a single influence quan-
tity, considerably improves precision of mutual and inter-
national comparisons via Loran-C.
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LORAN-C TIMING CALIBRATION OF
CARIBOU, ME.

R.E. Keating, C.F. Lukac, G.H. Luther, and L.G. Charron
U.S. Naval Observatory

Washington, D.C. 20392-5100

Abstract

Results of timing calibrations made during the summer of 1986 on the Caribou,
ME. LORAN-C transmitter with a mobile vehicle equipped with Global Position-
ing System (GPS and LORAN-C receivers are presented. At 0000 July 24, 1986,
UTC(USNO MC) - LORAN(Caribou, 9960)= -3.01 ps ± 0.10 ps, and UTC(USNO
MC) - LORAN(Caribou, 5930)= -5.07 js ± 0.10 ps.

INTRODUCTION

The U.S. Naval Observatory (USNO) has been monitoring LORAN-C transmissions for 28 years. It
publishes the results of its measurements weekly so that users of Precise Time and Time Interval
(PTTI) may use LORAN-C transmissions to determine the time difference between a PTTI User
clock and the Naval Observatory Master Clock (USNO MC).

The published measurements of the Observatory are corrected for various receiver delays, cable
delays, etc. As time passes, however, the determinations of the values of the various delays become
more and more uncertain because of changes in equipment, cabling, and changes in personnel. In
addition, ambiguities sometimes arise concerning proper identification of the third cycle tracking point
on the received LORAN-C signal.

In order to control the errors which may possibly result, the Observatory, from time to time,

sponsors timing calibration trips to the vicinity of one or more LORAN-C transmitters in order to
measure and determine the precise timing relationship between the USNO MC and a LORAN-C
transmitter. This is a report of a timing calibration carried out in July 1986 by USNO on the 9960
East Coast and 5930 Canadian LORAN-C transmissions as emitted by the Caribou, ME. LORAN-C
transmitter.

MEASUREMENT PROCEDURE

A detailed description of the measurement procedure has been previously given.j2j In general, the

procedure consisted of identifying geodetic bench marks in the vicinity of the LORAN-C transmitter
located at various multiples of one LORAN-C wavelength (3 Km) from the transmitter. Where
geodetic bench marks could riot be located at a suitable distance from t'ie transmitter, another site was
located on a map and a Mobile Electronic Laboratory (MEL) containing LORAN and GPS receivers
driven to the site. The GPS receiver was then used to determine the latitude and longitude of the
selected site. While the GPS measurement was being made, the time of reception of the LORAN-C
signals from the transmitter was measured by a time interval counter. See Fig. 1.
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After completion of measurements at a site, the MEL was driven to the next selected site and the
measurements repeated. In this manner, time of reception (TOR) measurements were made on the
CARIBOU, ME. LORAN-C transmissions on the 9960 and 5930 repetition rates at a sequence of sites
as approach was made to the CARIBOU transmitter.

Finally, the MEL was driven to the CARIBOU transmitter and measurements were made directly
on the emitted signal as picked up by a whip antenna mounted on the MEL.

All measurements were made against portable cesium clock, PC1710.

MEASUREMENT SITES

Only two geodetic benchmarks at suitable sites from the CARIBOU transmitter were located. Several
days were spent searching for other benchmarks; but it was later determined that one of the most
desirable benchmarks had probably been destroyed or buried when a large mansion had been con-
structed. At other sites, benchmarks were located but were inaccessible to the MEL. For example, a
benchmark was located at the top of a ridge but the "road" leading to the ridge top went up at a
55-60 degree grade which the MEL was not capable of handling. For this, and other mundane reasons,
use of the GPS receiver to determine the latitude and longitudes of the map selected sites at which
the LORAN-C TOR measurements were made, was essential to the success of this timing calibration.
The two geodetic benchmarks located at suitable sites which were used are identified as "EASTON
1916 1983" and "HELLSTROM 1941".

Finding a benchmark can turn into an elaborate detective investigation. As Fig. 1 shows, the
EASTON benchmark is located somewhere within a wheat field. Were it not for the friendly help of
Mr. John F. Hoyt, on whose property the benchmark was located and who kindly gave us permission
to enter upon his property, we might never have located the EASTON benchmark. See Figs. 2, 3,
and 4. Table 1 is a list of the sites and benchmarks at which measurements of LORAN TOR were
made. It also gives the GPS position as determined by the GPS receiver. It should be noted that the
GPS measurements had to be made when the GPS satellites were available during an approximate 6
hour window. The need to plan LORAN TOR measurements around the times during which the GPS
satellites were available was the controlling factor in determining when measurements were made.
The sites are listed in a sequence in which the geometric distance to the CARIBOU transmitter
monotonically decreases.

TABLE I

GPS DERIVED POSITIONS

SITE LATITUDE LONGITUDE
1 0 

1. DET-A NAVASTRO 44 24 15.192 N 068 00 45.324 W
2. HELLSTROM BM 46 53 21.716 N 068 16 13.545 W
3. 7 LAMBDA 46 37 18.456 N 067 52 03.054 W
4. 6 LAMBDA 46 39 00.768 N 067 51 58.776 W
5. KEDDY'S INN 46 40 03.851 N 068 00 39.417 W
6. EASTON BM 46 40 26.778 N 067 51 05.298 W
7. 5 LAMBDA 46 40 51.588 N 067 52 22.974 W
8. 4 LAMBDA 46 42 29.958 N 067 52 10.074 W
9. 3 LAMBDA 46 44 07.638 N 067 52 14.712 W

10. 2 LAMBDA 46 45 30.648 N 067 53 57.840 W
11. 1.5 LAMBDA 46 46 05.904 N 067 56 26.262 W
12. 1 LAMBDA 46 46 48.228 N 067 56 00.594 W
13. Caribou Xmitter 46 48 27.199 N 067 55 37.713 W
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The position given in Table 1 for the Caribou transmitter is the WGS 72 position, not a GPS derived
position.

TIME OF RECEPTION (TOR) MEASUREMENTS

Two LORAN-C receivers were used. Receiver 1 (designated Ri) was used in its wide band (WB)
mode and tracked the end of the third cycle of the CARIBOU 9960 signals. Receiver 2 (designated
R2) also was used in wide band mode but was set to track the end of the third cycle of the CARIBOU
5930 signals. The two receivers operated continuously; and, in order to insure good tracking while
the MEL was in motion, the tracking point of each receiver was shifted six cycles into the LORAN-C
signal waveform and the bandwidth changed to narrowband. Only after arriving at a site and upon
placing the LORAN-C whip antenna on the benchmark or next to the GPS antenna, were the receivers
switched to wideband and the tracking point shifted out of the LORAN-C waveform by six cycles.
After the wideband, third cycle TOR measurements were made against PC1710, the two receivers were
switched back to narrowband and the tracking point shifted back into the LORAN-C signal waveform
by six cycles. This procedure avoided errors and ambiguities in cycle identification and also insured
that there were no changes in receiver delays caused by turning the receivers off. It also permitted
identification of potential measurement sites which were, because of local interference or other reasons,
unsuitable for TOR measurements.

Table 2 gives the raw time of reception (TOR) measurements which were made.

DATA REDUCTION

The TOR measurements in Table 2 have to be reduced by subtracting out the propagation time for
the geometric distance, the propagation phase correction as computed according to NBS Circular
573, the 9960 Caribou Emission Delay of 13797.2 microseconds for the R1 measurements, and the
measured cable, antenna multicoupler, and receiver delays. For receiver R1, the measured combined
cable, multicoupler, and receiver wideband delay is 19.05 microseconds. For receiver R2, the combined
wideband delay is 19.14 microseconds. Finally, the 30 microseconds for the end of the third cycle must

be removed.
The geodesic geometric distance of each site from the transmitter was calculated using the Sodano

algorithm and the GPS measured positions in Table 1. Then the propagation phase correction was
taken from a table which is generated by a computer program that calculates the phase correction
according to the theory specified in NBS Cir. 573(Ref. 1). The assumed ground conductivity was
0.005 mhos/meter; and the permittivity was 15. The air index of refraction was taken as 1.000338
and the velocity of light as 299792458 meters/sec.

The results of the distance and phase calculations are given in Table 3.

16h5



TABLE 2

TIME OF RECEPTION (TOR) MEASUREMENTS

Site 1986 UT PC1710 - R1 PC1710-R2
(30,WB,9960) (30,WB,5930)
microseconds microseconds

1. DET-A NAVASTRO 28 Jul 1832 14745.00
1854 950.42

2. HELLSTROM BM 26 Jul 2032 13944.04
2034 149.19
2251 149.13
2252 13944.04

3. 7 LAMBDA 23 Jul 1950 13922.03
1951 126.81

4. 6 LAMBDA 23 Jul 2034 117.15
2035 13912.32

5. KEDDY'S INN 20 Jul 2042 13908.20 112.68
21 Jul 1445 13908.09 112.66
22 Jul 1233 13907.76 112.45

1938 13907.75 112.58
27 Jul 1943 113.11

1944 13907.78
28 Jul 1223 113.10

1224 13907.73
6. EASTON BM 22 Jul 2121 109.36

2200 109.34
2122 13904.65
2154 13904.65

23 Jul 0015 109.32
0818 13904.66

7. 5 LAMBDA 23 Jul 2108 13900.46
2120 105.25

8. 4 LAMBDA 23 Jul 2141 13891.55
2142 96.35

9. 3 LAMBDA 23 Jul 2214 13881.98 86.76
10. 2 LAMBDA 23 Jul 2259 13871.30

2300 76.14
11. 1.5 LAMBDA 23 Jul 2338 71.98

2340 13867.15
12. 1 LAMBDA 24 Jul 0016 68.38

0017 13863.63
13. XMITTER (Direct 25 Jul 1822 42.47

from Whip Ant.) 1916 13837.41
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TABLE 3

CALCULATED DISTANCES AND PHASE CORRECTIONS

Site Geometric D/(c/n) Phase Total
Distance Corr. Phase

D (NBS573) Corr.
Kilometers As AS As

1. DET-A NAVASTRO 267.198 891.58 1.87 893.45
2. HELLSTROM BM 27.717 92.49 0.54 93.03
3. 7 LAMBDA 21.148 70.56 0.48 71.04
4. 6 LAMBDA 18.098 60.39 0.45 60.84
5. KEDDY'S INN 16.811 56.10 0.44 56.54
6. EASTON BM 15.922 53.13 0.43 53.56
7. 5 LAMBDA 14.663 48.93 0.41 49.34
8. 4 LAMBDA 11.879 39.64 0.40 40.04
9. 3 LAMBDA 9.099 30.36 0.37 30.73

10. 2 LAMBDA 5.849 19.52 0.36 19.88
11. 1.5 LAMBDA 4.483 14.96 0.37 15.33
12. 1 LAMBDA 3.094 10.33 0.42 10.75

For the direct measurements with the whip antenna probe under the Caribou transmitter antenna, a
total of 35 ps consisting of 5.0 js near field phase correction and 30 ls for the end of the third cycle,
must be subtracted from the measurements. In the case of Caribou 9960, it was also necessary to
remove a synchronization error of 0.2 ps between the on time 9960 group repetition rate generator
and PC1710 and the Caribou Emission Delay.

RESULTS

After subtracting the above corrections from the Table 2 measurements, one obtains the values in
Table 4 for the time differences PC1710 - LORAN(Caribou,5930) and PC1710 - LORAN(Caribou,
9960).

DIRECT MEASUREMENTS ON EMITTED SIGNAL

At the Caribou Xmitter, the timing of the LORAN-C signals for both the Caribou 5930 Master and
the Caribou 9960 Slave were measured against PC1710. This measurement was done by manually
superimposing, using an oscilloscope, a group repetition rate generator pulse (GRP) on the end of
the third cycle of the Xmitter signal taken directly from the whip probe antenna, followed by a time
interval measurement of the difference between PC1710 and the superimposed GRP pulse.

For the Caribou 5930 Master, Figs. 5, 6, and 7, show, for increasing oscilloscope sweep rate and
vertical amplification, the relationship between the superimposed GRP pulse and the Caribou Master
signal. Figs. 8, 9, and 10 show the relationship achieved for the Caribou 9960 Slave signal. Note that
in both cases, there is no ambiguity as to where the Loran signal starts and the placement of the rising
GRP pulse to coincide with the end of the third cycle. The timing measurements made on the GRP
pulse thus synchronized with the emitted LORAN-C signals are given in Item 13, Table 2.
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TABLE 4

REDUCED MEASUREMENTS FOR PC1710 - CARIBOU

SITE DATE UT PC1710- PC1710-
1986 L5930 L9960

Ass
1. DET-A NAVASTRO 28 Jul 1832 +7.83

1854 5.30
2. HELLSTROM BM 26 Jul 2032 4.76

2034 7.02
2251 6.96
2252 4.76

3. 7 LAMBDA 23 Jul 1950 4.74
1951 6.63

4. 6 LAMBDA 23 Jul 2034 7.17
2035 5.23

5. KEDDY'S INN 20 Jul 2042 7.40 5.41
21 Jul 1445 6.98 5.30
22 Jul 1233 6.77 4.97

1938 6.90 4.96
27 Jul 1943 7.43

1944 4.99
28 Jul 1223 7.42

1224 4.94
6. EASTON BM 22 Jul 2121 6.66

2200 6.64
2122 4.84
2154 4.84

23 Jul 0015 4.85
0818 6.62

7. 5 LAMBDA 23 Jul 2108 4.87
2120 6.77

8. 4 LAMBDA 23 Jul 2141 5.26
2142 7.17

9. 3 LAMBDA 23 Jul 2214 6.89 5.00
10. 2 LAMBDA 23 Jul 2259 5.17

2300 7.12
11. 1.5 LAMBDA 23 Jul 2338 7.51

2340 5.57
12. I LAMBDA 24 Jul 0016 8.49

0017 6.63
13. XNUTTER (Direct 25 Jul 1822 7,42

from Whip Ant.) 1916 5.21

FINAL RESULTS

Because of the danger of near field phase deviations, the measurements made in and under the trans-
mitter are used only as a check of the measurements made in the radiation zone. Using the PC1710 -
LORAN-C(Caribou) values for the first ten radiation zone sites, one obtains:

PC1710 - L9960(Caribou) +7.02,s ± O.1jus (1)

and
PC1710 - L5930(Caribou) +5.00ps ± O.Ol1js (2)

at 0000 July 24, 1986.
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The value for UTC(USNO MC) - PC1710 at 0000 July 24, 1986 as adjusted by portable clock
closure value and the GPS timing measurements made on PC1710 while in the field was -10.03 ps.
Using this value, the final timing calibration result is:

UTC(USNOMC) - L9960(Caribou) = -3.011is ± 0.10,us (3)

and

UTC(USNOMC) - L5930(Caribou) = -5.07us ± 0.10jus (4)

at 0000 July 24, 1986.
These values may be compared with an independent timing calibration of the Seneca, N.Y. 9960

Master transmitter, reported at the 1986 PTTI Applications and Planning Meeting:

UTC(USNOMC) - L9960(Seneca) = -3.43pus ± 0.10us (5)

at 1611 Jul 14, 1986. Taking into account the fact that there are 14 days between the measurements
made at the Seneca 9960 Master and the Caribou 9960 Slave, it is clear that the 9960 Northeast
LORAN-C chain is correctly synchronized internally to better than 0.4 microsecond.
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Fig. 1. Mobile Vehicle in wheat field in which EASTON benehmark is
located.

Fig. 2. GPS and LORAN Antennae Setup at EASTON BM.
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V4 ,

Fi.3 EASTON Benchmark.

Fig. 4. GPS and LORAN Antennae Setup on top of MEL at Keddy's Inn.



Fig. 5. Caribou 5930 Master with superimposed GRP pulse. Vertical
oscilloscope setting for LORAN signal is 0.5 V/d; sweep is 20
microseconds/d.

Fig. 6. Same as Fig. 5 but with sweep set at 10 microsecoflds/d.

172



Fig. 7. Same as Fig. 6 but with oscilloscope vertical for LORAN signal set
at 0.01 V/d. Note unambiguous start of Caribou 5930 Master waveform
and the setting of the GRP pulse at the end of the third cycle.

Fig. 8. Caribou 9960 Slave with superimposed GRP pulse. Vertical
oscilloscope setting is 0.5 V/d; sweep is 20 microseconds/d,
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Fig. 9. Same as Fig. 8 but with sweep set at 10 microseconds/d.

Fig. 10. Same as Fig. 9 but with vertical set at 0.01 V/d. Note

unambiguous start of Caribou 9960 Slave waveform and the setting of the

GRP pulse at end of the third cycle.
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DISCIPLINED RANGE TIME CODE TRANSLATORS
WITH SUB-MICROSECOND ACCURACY

Shelby Bass, Roger Olson and Jack McNabb
Trak Systems, Division of Trak Microwave Corp.

4726 Eisenhower Blvd. Tampa, FL 33634

Serial Time Code signals have long been used to transfer time over various communication channels
and media over both short and long distances. Generally, the accuracy of this method of time transfer
has been thought of in terms resolution of the code modulation - for instance, 1 second for IRIG-B,
0.1 seconds for IRIG-A, etc. However, in most Time Codes, the carrier frequency is coherent with
the modulation and thus provides the means for much greater resolution and accuracy. In the case of
the IRIG-B code, with its 1 kHz carrier, time resolution of better than one thousandth of a carrier
cycle is now possible, leading the way to sub-microsecond time transfer accuracy. Newly developed
precision Time Code Translators with this capability are now being used to improve the accuracy of
time transfer throughout several large Missile Test Range timing networks.

A typical Range timing distribution network is shown in Fig. 1A. Precision time is kept at a
central timing site on the Range; converted at that site to all the various time signals required by the
Range users; then all of these signals are transferred to the various remote sites on the Range by use
of a communication network. Because of the wide variety of bandwidths of the many different timing
signals used on a large Range, the distribution and communication elements are complex, inaccurate,
and difficult to maintain. As shown in Figure 1B, a Range timing network can be greatly simplified
by using only IRIG-B (modulated 1 kHz) to transfer time from Timing Central to all remote sites.
This signal was selected because of its ease of transmission over relatively narrow band communication
networks. To obtain good time transfer accuracy the chief constraint on a communication channel is
that it must have propagation delay that is very stable with regard to time and temperature. The
noise properties of the communication channel are not very important since the noise that is picked
up in transmission can be overcome by the use of long term filtering at the receiving end. The key
to this timing system approach was the development of a precision, low cost time code translator to
be put at each remote site to receive the IRIG-B signal and to regenerate the various timing signals
needed by individual users. At the more important sites, an IRIG-B signal from the translator output
can be returned to Timing Central to monitor the performance of the overall system.

Trak Systems in Tampa, FL has developed two time code instruments for these applications: The
Model 8700 and the Model 8400B, as shown in figure 2. The units are essentially identical except for
the greater number of different types of time signals available from the larger Model 8700. Both units
use an internal ovenized quartz oscillator that is disciplined to the incoming IRIG-B code by use of
a rricro- processor based second order phase locked loop. During periods of poor signal reception
the units free run with the quartz oscillator locked to its latest corrected frequency. Thus, when
the IRIG-B signal is present, the quartz oscillator in the translator is kept continuously calibrated
to the accuracy of the Timing Central IRIG-B, which is usually based on Cesium Standards. The
disciplined quartz oscillators are of 10- 9 per day stability, which allow a loop time constant in the
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order of 1 hour for this application. This time constant provides excellent filtering of the noise picked
up by the IRIG-B signal during transmission over the communication system.

The performance of these Translators is summarized in Figure 3. The primary problem in the
development of these translators has been in achieving a phase locked loop algorithm that acquires
rapidly; that is stable; and that provides good noise filtering. Our objective was to provide output
timing signals with long and short term accuracy of better than 1 microsecond with an acquisition time
of less than 2 hours from a cold oscillator start. In actual Range installations, the 8700's have typically
yielded output timing noise levels of 500 nsec pp. The 8400B's have an improved phase detector design
are typically yielding output timing noise levels of 300 nsec pp. Much of the evaluation has been done
over a 12 mile telephone pair land line. When used on quiet short haul lines these translators exhibit
output noise levels as low as 100 nsec pp. Much more testing is needed to fully determine the long
term accuracy of the translators and the long term stability of the communication system propagation
delays, however it appears that the overall system goal of 1 /.sec is now being realized.

Figure 4A is an example of the time base noise on an IRIG-B signal at the input of the Translator
after transmission over 12 miles of telephone cable and terminating amplifiers. This noise was observed
to be typically 10 microseconds peak-to- peak with worse cases to 30 microseconds pp. The spectral
properties of this noise has not been adequately measured. The larger noise spikes appear to be a few
seconds in duration. Noise components of 1 psec amplitude were observed to exist for up to 30 second
durations. The resulting output from the Translator is shown in Figure 4B.

Figure 5 shows the major circuit elements used in these translators. The incoming IRIG-B code is
detected and processed by somewhat conventional time code reader circuitry. When several frames of
error free and sequential code have been detected, the incoming code is used to initially jam synchronize
the translator. Very accurate detection of the carrier zero crossing near the middle of the once per
second frame marker pulse is then used to measure both the frequency of the phase of the internal local
oscillator as compared to the incoming signal. A micro- processor is used to process the error signals
and to slowly correct the oscillator frequency and phase by analog frequency control of the oscillator
thru a DAC. At initial turn-on, the DAC is first used to control the frequency of the oscillator. After
about 15 to 20 minutes, when the oscillator drift has reached acceptable levels, the translator is again
jam synchronized to the incoming code to a phase accuracy of about 10 lisec. The final phase control
process then begins. The reduction of the initial phase error from the 10 jsec level down to less than
1 uisec typically takes about an hour. The micro-processor is also used to control the action of most
of the other circuit elements. Once a code error or a code dropout is detected, the unit immediately
inhibits external time updates; freezes the DAC at its average cont-ol point; and proceeds to free run
on the internal oscillator. To avoid the use of bad code, strict code re-acquisition rules must then be
met before returning to the use of the incoming code. The translator has internal dip switches for
setting fixed propagation delay corrections to a resolution of 1 psec. Conventional code generators are
used to provide a multiplicity of output codes and rates.

Figure 6 shows the main elements of the final control algorithm. The phase error between the
internal oscillator and the incoming code is measure once per second to an resolution of 100 nsec.
The error signal is then filtered with an 8 second moving average. To obtain the lead time constant
necessary to stabilize the second order loop, the error is in essence processed over two parallel paths:
a proportional path and an integrating path. These paths are combined and applied to the DAC
to control the frequency of the oscillator. The oscillator itself provides the second integration (from
frequency to phase). The DAC provides a total frequency control range of about ±10-6 with a
resolution of 10- 9. The effective time constant of the closed loop is about 1 hour. In the current
implementation, the propo. :onal path is in fact very non-linear and is limited to just three values
0, +X, and -X. The value of X was chosen to give reasonably fast acquisition, but also to limit the
frequency changes in the oscillator at any one time. This type of control, with a small value of X has
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the advantage making the unit almost insensitive to input noise amplitude. The integrating path is
accomplished digitally by the micro-processor, forming a perfect drift-free integrator.

Computer simulation studies were used to optimize the control algorithms. Initial studies were
done on a PC, using Lotus 123 (c) and were very effective in solving early stability problems. Later
and more comprehensive simulations at Trak used an AT computer and "C". The simulations were
found to be very useful in speeding up the development, as the time requv2d for testing of the
actual hardware is quite long. One interesting finding in the simulations was that the control actually
improves with some input noise. The noise acts like "dither" in a mechanical servo and allows control
beyond the resolution of the phase measuring circuit and the DAC. It was also noted that the initial
moving average processing is of no particular value and can in fact contribute to loop instability if
the average is too long. A short moving average was thought to be necessary for protection against
large noise spikes, but it is really not needed because of the hard limits put on the oscillator control.
Figure 7 shows typical result of some of the early stability studies that were done with Lotus 123. The
limit cycle oscillation around the 100 nsec resolution limit of the phase detector was seen in actual
test data, but its amplitude is reduced by input noise.

In achieving 1 microsecond time transfer accuracy with IRIG- B, we are near the limit of accuracy
of the phase detector. With the 1 khz carrier, this implies that the phase detector errors are less that
1/1000 of a carrier cycle. Thus, if higher levels of accuracy are needed, the use of higher frequency
codes is recommended: IRIG-A for 100 nsec systems; and ultimately IRIG-G for 10 nsec systems. For

the higher levels of accuracy, development is needed on a more precise time code Generator for use at
the central site. In fact some of the data accumulated with the 1 microsecond systems indicate that the
Generator may be a substantial source of error in these systems. By far the largest body of work yet
to be done is in better understanding propagation delay changes in the communication links. For the
first time, with these precision Translators, we have the tools to see and to measure the components
of system error that were previously masked by the inaccuracy and noise in the Translator.
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FREQUENCY AND TIME SYNCHRONIZATION IN DIGITAL
COMMUNICATIONS NETWORKS

M. Kihara and K. Hisadome
Nippon Telegraph and Telephone Corporation

1-2356, Take, Yokosuka-shi
Kanagawa 238-03, Japan

ABSTRACT

Frequency distribution performance will be improved with the installation of a
new synchronization equipment (slave clock) in Nippon Telegraph and Telephone Cor-
poration's (NTT's) network. In the slave clock system, the PLL has been optimally de-
signed so that the total phase-time variation in the whole network is significantly less
than 10 4ts. This phase-time variation is recommended by International Telegraph and
Telephone Consultative Committee (CCITT). The design method and PLL control algo-
rithm enable both an optimum time constant of the PLL and a frequency departure of
10-12 in a holdover operation.

The functions of the frequency distribution system has the intrinsic capability of
being expanded and applied to a time transfer system. Since the frequencies are syn-
chronized, a phase-time of the standard frequency signal can be synchronized to a
coordinate time scale by an initial time setting, e.g., using portable clocks. Time
synchronization capability is determined by the relative phase-time variation of
standard frequency signals and the time accuracy of the initial phase-time setting.
Relative phase-time variation can be reduced to within 500 ns by using wander
correction. The initial time accuracy is within 0.1 p4s in conventional portable cesium
beam standards. The time accuracy in NTT's digital networks is expected to 100 ns to 600
ns.

1. INTRODUCTION

Time and time intervals are important subjects in the digital communication net-
work field. Digital multiplexing and time-division switching are based on precise time
and time interval signals, controlled by so-called network synchronization. Network
synchronization extends throughout the main nodes. Recently high-speed
synchronous terminals also require reference clocks supplied by network
synchronization[ 1].

Nippon Telegraph and Telephone Corporation (NTT) of its network will improve
the frequency distribution performance with the installation of a new slave clock sys-
tem. International Telegraph and Telephone Consultative Committee (CCITT)
recommends requirements for reference clocks such as frequency depart,',r with a na-
tional standard, slave clock performance and jitter and wander at node outputs[2I. This
paper discusses the characteristics of the new slave clock system supposing the CCITT
requirements are met.

Jitter and wander at node outputs are determined by the characteristics of the
slave clock system. In master-slave synchronization, jitter and wander are accumulated
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node by node. Jitter is caused by digital circuits and the digital signal configuration it-
self. It decreases if higher hierarchies are used for frequency distribution. However,
wander depends on frequency distribution length, and cannot decrease except when
transmission line media are changed.

To reduce wander, a positive wander correction is suggested. The correction can
be achieved by assuming half of the measured round trip delay. Experimental results of
delay variation in NTT's existing network are shown.

2. NETWORK SYNCHRONIZATION IN NTT

2.1 Basic configuration

NTT has adopted master-slave synchronization. The configuration of NTT's net-
work synchronization is shown in Fig. 1. There are two master nodes in the first stage,
and many slave nodes, each of which contains a slave clock system. The Tokyo node is
the original master during normal operation[3]. The Osaka node is the backup. Two
paths are usually selected for clock distribution: a primary and a secondary path. In the
second stage, one path is from the Tokyo node, and the other is from the Osaka node. In
the following stages, the clock distribution paths are selected from among different
nodes if possible.

OSAKA TOKYO

MASTER NODE MASTER NODE FIRST STAGE

ST_< 

.45:II.

SLAVE NODE SLAVE NODE SECOND STAGE

SLAVE NODE J SLAVE NODE SLAVE NODE

- PRIMARY FREQUENCY REFERENCE

- SECONDARY FREQUENCY REFERENCE

Fig. 1 NTT NETWORK SYNCHRONIZATION
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Fig. 2 BASIC CONFIGURATION OF SLAVE CLOCK SYSTEM

2.2 Design of the slave clock system

A block diagram of the slave clock system is shown in Fig. 2. The basic configura-
tion of the slave clock system is a phase-locked loop (PLL). The timing signal from the
higher level slave node or from the master node is input to a phase comparator. The
PLL locks to this timing signal, and generates the new reference clock. In the new
slave clock system, a Rubidium atomic oscillator is used, and it is digitally controlled.
The frequency control resolution of the Rubidium atomic oscillator is better than 10-12.
Therefore, the output frequency deviation is kept on the order of i012, even if the
input timing signal fails.

10-1

LOOP 0 2  i i i !i

GAIN~~~ ~~~~~~ ~~~~~~~ .iiiiiiiiiiiii:,iiii,...., i..i . .......~!ii~iii~. . ...... .......... ................
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INTEGRAL COEFFICIENT f3
Fig. 3 ACCEPTABLE COMBINATION OF LOOP GAIN
AND INTEGRAL COEFFICIENT
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The time constant is an important parameter in PLLs, since it determines the
budget of reduced and traced frequency components. If a loop filter is a perfect
integral plus proportional filter, the PLL time constant is determined by loop gain and
integral coefficient values. A PLL with a perfect integral plus proportional filter has
the advantage of a constant steady state phase error. However, there are frequency
areas that amplify noises. Therefore, to restrict the gain of the amplitude, the
coefficients must have values as represented by the area to the left of line I shown in
Fig. 3. In addition, the PLL should trace the input timing signal to reduce oscillator fre-
quency deviations such as those caused by temperature dependence. Thus, the area
above line 2 in Fig. 3 represents acceptable loop gain values. Since lower loop gain
means better input noise reduction, point 3 in Fig. 3 is the optimum combination of
values.

If the frequency control resolution of a variable frequency oscillator is upgraded
to improve the frequency holdover characteristics, the loop gain becomes lower. Gen-
erally the loop gain is lower than the optimum point. To increase the loop gain, the res-
olution of the phase difference detection at the phase comparator has to be improved.
However, the resolution of the digital phase difference detection is limited by
processing speed in the digital circuits. Therefore, to vary the loop gain, it is
suggested to change the frequency control resolution without degradation of the
frequency holdover characteristics. The control algorithm of the variable frequency
oscillator is shown in Fig. 4. In this algorithm, two resolutions of frequency control are
used. One is selected to be N times as many as the minimum frequency control
resolution. This allows increasing the time constant. The other is selected to be the
minimum frequency control resolution for the frequency holdover so that the holdover
frequency deviation is decreased. The control data for the holdover operation consists
of the filtered normal operation data. In Fig. 4, N is given value of 4.

FR'ENCY FREQUENCY FAILURE

K I I.I.................
FREQUJENCY

MINIMUM...... ...

FRB)UENCY CONTROL DATA TIME 01

CONTROL NORMAL ItOLD-OVER
STEP OPERATION OPERATION

NORMAL II
FRFU4 PHASE-

CONTROL TIME

STEP

CONTROL DATA
vs.~ 

TIME 0

IN A DIGITALLY CONTROLLED
OSCIIUATOR

Fig. 4 PLL CONTROL ALGORITHM
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2.3 Reference clock performance

The transfer function of a PLL is shown in Fig. 5, and the output gain for the
variable frequency oscillator of a PLL in a slave node is shown in Fig. 6. The optimum
values are selected as PLL loop parameters. The black points show the actual
measurement results, and the line shows the theoretical values. The cutoff frequency is

4.17x10 -4 Hz, which corresponds to a time constant of about 2,000 s.
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Assuming the PLL characteristics shown in Figs. 5 and 6, the phase-time
variation of the slave node outputs is calculated as shown in Fig. 7. The X-axis here is
the observation period, and the y-axis is the time interval error, which corresponds to
phase-time variation. The time interval error per link of the slave node is within 50 ns.
That means a frequency distribution capability of 5x10 1 3 over the observation period of

105 s. The maximum time interval error is 460 ns. The maximum number of links is
assumed to be 20. These error values represent a reduction to one 20th compared with
the error values in NTT's previous network synchronization scheme employing an
arbitrary time constant.

Actually, phase-time variation over a long period, called wander, should be con-
sidered. The maximum wander is estimated to be 4 pts in NTT's network. This value satis-
fies the recommended characteristics in CCITT,

3. TIME TRANSFER IN DIGITAL COMMUNICATIONS NETWORKS

3.1 Basic method

The maximum phase-time variation of 4 pts indirectly means frequency distribu-
tion makes it possible to provide a relative time transfer accuracy of 4 4ts. Next, a
method is presented for positive time transfer. Time transfer from a reference time
node to a slave time node with a digital path like the master-slave technique for the
frequency distribution is shown at the top of Fig. 8. The path delay is necessary to
correct the transferred reference time. A basic simple technique to determine the path
delay is to assume half of measured round trip delay, as shown at the bottom of Fig. 8.

This method is based on the assumption that the delay of the outgoing path is
identical with that of the incoming path. However, actual transmission paths are not
constructed to guarantee this. Therefore, corsider here the correction of the path delay
variation instead of the path delay itself. In this case, the outgoing path delay variation
can be assumed with measurement of round trip delay variation. If the delay variation
of the outgoing path is identical with that of the incoming path, the outgoing path delay
variation is half the delay variation of the round trip path. This is positive wander cor-
rection.

TIME PATH DELAY TIME
REFERENCE SLAVE

NODE NODE

OUTGOING PATH
DELAY

TIME TIME
REFERENCE SLAVE

NODE NODE

INCOMING PATH
DELAY

Fig. 8 BASIC TIME TRANSFER
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Fig. 9 ROUND TRIP PATH MEASUREMENT CONFIGURATIGN

The configuration for the actual round trip measurement is shown in Fig. 9. The

reference time signal is transferred over the outgoing path from the left side, the time
reference node, to the right side, the time slave node. The slave node returns a refer-
ence time signal over the incoming path. The delay variation of the round trip path is
measured by the phase comparator.

The delay variation of the outgoing path can be estimated to be half the delay
variation of the round trip path. This variation corresponds to the correction value for
the transferred reference time in the slave time node.

3.2 Time transfer capability

To test the feasibility of the method mentioned above, phase-time variations of
both the outgoing and incoming path are mecast L. simultaneously. Figure 10 shows
the delay variation of each path for 17 days in . -xisting NTT's network. Its total
transmission length was 2,291 km. The Y-axis is ,se-time, and its absolute value is
arbitrary. The delay changes about 150 ns over 17 days. However, Fig. 10 shows that the
delay variation of the outgoing path is essentially the same as that of the incoming
path. This implies that delay variation tendencies are essentially the same in the same
transmission line, even if delays are not the same.

It is effective to subtract the delay variation of the outgoing from that of the in-
coming path in order to confirm this correlation. The differential data is shown at the
top of Fig. 11. The bottom of Fig. 11 is the filtered data. The most significant feature is
that the average differential delay value is not divergent but constant. This means that
the initial phase-time can be controlled and kept constant.

The square root of the two-sample variance of the differential delay variation is
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i013 over the averaging time of 105 s, as shown in Fig. 12. This corresponds to about 10
ns in phase-time. The variation tends to be white phase noise up to the averaging time
of 105 s.

4. CONCLUSION

The experimental results mean the time transfer capability of this wander cor-
rection method is 10 to 30 ns/link. Considering the frequency distribution characteris-
tics and the multi-link of time slave nodes, the total relative time accuracy is within 500
ns.

If this time transfer method could be combined with an initial absolute time set-
ting such as by using portable clocks, the absolute time scale tracing UTC might be pro-
vided. We have been developing a portable optically pumped cesium beam standard[4].
The portable clock method employing this oscillator is expected to have an accuracy on
the order of 10 ns. The time accuracy in NTT's digital networks is expected to 100 ns to
600 ns.
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IONOSPHERIC CORRECTIONS FOR TIMING APPLICATIONS

John A. Klobuchar

Ionospheric Physics Division
Air Force Geophysics Laboratory

Hanscom AFB, MA 01731

ABSTRACT

The group retardation effect of the electrons in the earth's ionosphere can
seriously limit the accuracy of time transfer by radio waves relayed via satel-

lite. The dual frequency approach used in the CPS satellite system eliminates
this potential problem, but other techniques, such as the use of models of the
ionosphere, can only partially remove the ionospheric time delay error. Since

the ionosphere is a dispersive medium the best approach to removing this error
source is to directly measure the time delay at two, sufficiently widely spaced,
frequencies as the dual frequency GPS system does automatically. If one does

not have access to dual frequency GPS capability, various other techniques can
be used with varying degrees of success in correcting for ionospheric time
delay.

Work currently being done in the ionospheric research community should help
increase the capability of the time transfer community to make corrections for
ionospheric time delay effects on time transfer by satellite. 1) Research is
continuing on improving theoretical models of ionospheric behavior, especially

during disturbed conditions when the largest deviations from median model time
delay values normally occur. 2) A network of stations making real time measure-
ments of the time delay of the earth's ionosphere is in its preliminary phase

and, when completed, will provide qualified DoD users with real time updates of
the time delay corrections over large regions of the globe. 3) Work is in
progress on development of what is expected to be inexpensive code-free receiv-

ing systems using the dual frequency signals from the GPS satellites to directly
measure ionospheric time delay in multiple directions simultaneously to allow
greatly improved corrections for ionospheric time delay. These code-free GPS
receivers should provide an excellent correction for the effects of the iono-
sphere on time transfer by satellite.

Predictions of the magnitude of the current solar cycle are for a nearly
record high cycle, with the maximum to be reached in late 1989, or early 1990,
and staying high for several years thereafter. The implications for ionospheric

time delay errors are for very high values for the next several years, with
daytime ionospheric time delay values at 1.6 GHz from several tens of nanosec-
onds, to well over one hundred nanoseconds along the slant paths normally used
with simultaneous satellite viewing for pairs of stations.

INTRODUCTION - TOTAL ELECTRON CONTENT

The accuracy of time transfer by means of radio frequency signals via
satellites can be limited by the number of free electrons in the earth's iono-
sphere encountered along the path from the earth to the satellite. The magni-

tude of this effect is:

t = 40.3 5 N di
3 x 10 x f

where f is the system operating frequency in Hertz, and N dl is simply the

total number of electrons encountered along the path, or the Total Electron

193



Content, (TEC), along an equivalent column having a cross section of one square

meter, from the earth to the satellite.

The greatest contribution to TEC comes from the F2 region of the ionosphere.

A typical daytime, mid-latitude, high solar maximum electron density profile is

illustrated in Figures 1A and lB. The curve in Figure 1A is the log of Ne plot-
ted versus height as normally shown by ionospheric workers. Since the TEC is

represented by the area under the curve of a linear plot of Ne versus height, a

more representative plot is illustrated in Figure 1B, where the abscissa is in

linear units of electron density, rather than a logarithmic plot. Note that

most of the contribution to TEC ocurs near the peak of the F2 region, which is

fortunate, as ground-based ionosondes have been used since the 1930's to make

continuous, routine measurements of the density at the peak o5 the F2 region.

lonosondes measure foF2, which is related to Nmax by: 6(foF2) = 80.6 * Nmax

where foF2 is in MegaHertz, and Mmax is in units of 10 el/cc.
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AVERAGE IONOSPHERIC MODELS

In the 1950's and 1960's, continuing to a more limited extent even today,
upwards of 150 ionosondes were operated throughout the world to provide improved
prediction capability for long distance high frequency propagation by means of
ionospheric refraction. Various models of the critical frequency of foF2 were
developed for this purpose, one of the more popular ones being commonly known as
ITS-78 (Barghausen, et. al., 1969) after the report number which described the
model. This model, among other things, characterized the 10 day average world-
wide behavior of foF2 by Fourier temporal components and Legendre polynomial
geographic coefficients ordered by mangetic, rather than geographic, latitude.
The success of this experimental, data based empirical model, in representing
the actual world-wide foF2 is due to the large amount of data available from
ionosondes located in many regions of the world. Other characteristics of this
models are discussed in Dandekar, 1982).

For the TEC parameter, data availability have been, and will likely continue
to be, much more sparse. First, TEC measurements have been made generally by

using measurements of Faraday polarization rotation using VHF signals of oppor-
tunity transmitted from geostationary satellite telemetry transmitters. A few
lunar reflected Faraday rotation measurements in the late 1950's and early
1960's, and the TEC obtained from a few early, low orbit satellites did not
contribute significantly to our knowledge of world-wide TEc behavior, at least
not for modelling average ionospheric conditions. Only since the early to mid-
1960's have TEC values been obtained on a more-or-less regular basis, but even
today fewer than approximately one dozen stations regularly contribute TEC data,
which can be used in TEC modelling purposes, to a world data center. The out-

look for any world-wide model of TEC, made from direct measurements of TEC is
poor, and will likely remain so for at least this current solar cycle maximum

period of the next few years.
Fortunately, most of the contribution to TEC comes from near the F2 region

density peak where models of foF2 are available. These foF2 models can be
combined with some limited knowledge of topside ionospheric thickness obtained
from topside ionospheric sounders and topside in-situ density measurements to
produce a complete ionospheric height profile model. The most well known of
these models is the one by Bent (Llewellyn and Bent, 1973), which uses ITS-78
coefficients for foF2 and topside exponential shapes from which the TEC is
computed.

Other world-wide ionospheric electron density profile models, from which
average TEC can be obtained, include the International Reference Ionospheric,
(IRI), model, and the Penn State Mark III model (see Conkright, private communi-
cation). Several other models exist, but they are currently used only in by
ionospheric researchers and are not generally available to users. All the
models discussed here only attempt to represent the monthly average ionospheric
profiles, though the Bent model is one which can be updated with real-time iono-
sonde and/or TEC measurements at up to several stations, to give a specification
of the ionosphere over a nearby location.

Figure 2A illustrates the worldwide vertical time delay produced by the

earth's ionosphere for solar maximum conditions in March 1980. Note that in the
near-equatorial portion of the world there is a region where the mean vertical

one-way ionospheric time delay is 50 nanoseconds. Major portions of the wocId
have a vertical ionospheric time delay which exceeds 25 nanoseconds. In Figure
2B the worldwide vertical average time delay produced by the earth's ionosphere
is plotted for solar minimum conditions. The highest vertical ionospheric time
delay value is less than 25 nanoseconds, and only a small fraction of the world
encounters a vertical time delay greater than 15 nanoseconds. The Bent model
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was us, .o generate the contours of TEC shown in Figures 2A and 2B, and is a
reasonably good representation of actual worldwide average ionospheric time
delay error.
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Figure 2A. Contours of Ionospheric Time Delay at Ll (1.575 GHz) in Nanoseconds
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Figure 2B. Contours of Ionospheric Time Delay at LI (1.575 Gtz) in Nanoseconds
Solar Minimum (F10 .7cm = 70) ; 0000 U. T.
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DAY-TO-DAY VARIABILITY OF IONOSPHERIC TEC

The day-to-day variability of ionospheric time delay for a mid-latitude
station is illustrated in Figure 3 where a year's TEC data from Hamilton, MA is
plotted versus local time in the form of 12 monthly overplots. Note that the
annual highest values of daytime TEC do not occur during the summer months when
the sun is at its highest elevation, but rather during the equinoxes. This is
due to the effects of the heating of the neutral atmosphere with resulting

greater loss rates from molecular species during the summer months. In Figure 3
one can also see the large day-to-day variability in the TEC values. The stand-
ard deviation of the actual TEC from its monthly mean behavior for most months
is generally 20% to 25%, at least during the daytime hours when the absolute TEC
values are greatest. Research is being carried out in the community of iono-

spheric physicists to attempt to understand and model, from first principles,

the reasons for this large day to day variability. Geophysical effects which
can modify the TEC from its monthly median behavior include: changing chemical
composition at ionospheric heights, neutral wind variability, day to day changes
in electric fields which drive ionization across the earth's magnetic field
lines, and heat input into the high latitude ionosphere from magnetic storms
which causes subsequent effects on TEC in the mid-latitudes.

JANUARY 1979 FEBRUARY MARCH APRIL

MAJUN JUY AUGUST

E

SEPTEMBER OCTOBER NOVEMBER DECEMBER

Figure 3. Monthly Overplots of Equivalent Vertical Total Electron Content for
Hamilton, Massachusc,_Ls versus UT for 1979, (Near Solar Maximum).

SOLAR CYCLE ACTIVITY PREDTFIONS

The Ultra-Violet, JV) flux from the sun is the major driver in long-term
TEC behavior. Howev,r, short term changes in solar UV flux do not correlate
well with day-to-day changes in TEC. Therefore, even if we had good direct

measures of solar UV flux, they would not be very useful in solving the day-to-
day TEC variability problem. However, long term changes in solar UV flux cer-
tainly would be helpful in predicting what magnitude of solar cycle effects to
expect for the next solar cycle. Unfortunately, the state of the art of long
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term solar predictions is not as precise as one would like. The present solar
cycle, number 22, is the current example of uncertainty in long term solar act-
ivity predictions. Figure 4 depicts the sunspot activity over the last approx-
imate 200 years. While there is a general 11 year periodic behavior, the magni-
tude of each cycle is different. The largest cycle ever recorded peaked in 1958
and the second an-' third largest cycle peaks were in 1981 and 1949, respective-
ly. One prediction for the current cycle is for a maximum sunspot number of
approximately 150, with a peak as early as February 1990. However, even now in
late 1988, this prediction is uncertain, with the range of maximum sunspot num-
bers going from 115 to over 200, (Hirman, et. al., 1988). The system user who
requires long term ionospheric time delay predictions should be aware that the
science of long term solar UV flux predictions is far from exact, and he must be
prepared to keep updated on current monthly, or at least several day averaged,
measured values if he wants to make the best use of models which give monthly

average TEC.
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Figure 4. Mean Yearly Sunspot Numbers Since 1749.

MEAN MODELS VERSUS SPECIFICATION

It is one thing to make a model of monthly mean behavior of TEC, and several
such models of the ionospheric F region exist which can be used for this
purpose. It is quite another matter to be able to specify the actual TEC at the
present time, or to predict it at a future time with an accuracy sufficient to
satisfy time transfer needs. Dopending upon the ionospheric correction accuracy
required, one has several choices. These choices are:
1. Live with the ionospheric error; do nothing about it!
2. Correct for an approximaco 50% rms ionospheric error by using the iono-

spheric algorithm designed icr single frequency GPS system users.
3. Correct for approximately 75% of the rms ionospheric error by using a

"state-of-the-art" ionospheric model, but with no attempt at updating with a
real-time measurement.

4. Use a real-time ionospheric monitoring capability, but not necessarily meas-
uring the time delay parameter directly, or making a measurement from the
same direction, or from the same location as where the ionospheric correc-
tion is desired.
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5. Incorporate a real-time ionospheric monitoring capability at an observation
location to remove over between 90 to 95% of the ionospheric time delay
error.
Let us take these five possibilities listed above in turn and discuss the

implications of a user making any one of the above choices. Firstly, if a user
completely ignored any possible ionospheric correction, he should at least
become familiar with the price he is paying to neglect the effects of iono-
spheric time delay. That is, he should know when, and how much, the ionosphere
is apt to be a major limitation to his time transfer accuracy. At least he
should know that the ionosphere has a diurnal maximum in time delay, with that
iaaximum occurring in the mid-afternoon period, the equinoctial values are larger
than those during summer, and those within approximately plus and minus 15 to
200 either side of the geomagnetic equator are usually the world's highest. He
should also know that during years of high solar activity the ionospheric time
delay values are from three to four times higher than during solar minimum
years, and that during times of high geomagnetic activity the largest deviations
from average ionospheric time delay behavior generally occur. Armed with those
few facts about the ionosphere, the user in this first category will at least
know when to expect large errors from the ionosphere in his attempts to transfer
precise time via satellite.

Since it is relatively trivial to include the single frequency GPS user
ionospheric time delay algorithm into a time transfer system, perhaps the
majority of people will first use this option. The algorithm was described by
Klobuchar, (1987), and tests of its accuracy have been described by Feess and
Stephens, (1987). Its use is recommended for those who can be content with an
approximate 50% rms ionospheric time delay correction. The user must be aware
of the significance of rms deviations from the algorithm, and their potential
limitations to overall accuracy.

Choice number three given above is best illustrated by Figure 5 in which
ionospheric error correction is plotted versus a measure of model complexity.
Note that there is no scale on the abscissa in Figure 5, but model complexity
can be related to computer assets required to run the model.

9 9 % - - - - - - - - - - - - - - - - - -

IONOSPHERIC
ERROR

REDUCTION

50%

MODEL COMPLEXITY

Figure 5. Ionospheric Error Reduction Versus Model Complexity.
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For instance, the algorithm designed for a 50% rms ionospheric correction for
single frequency GPS users is certainly not complex, yet it has been shown by
Feess and Stephens, (1987), to give at least a 50% rms ionospheric error correc-
tion capability. State-of-the-art ionospheric models can be quite complex, and
at present give only monthly mean ionospheric behavior without any near-real-
time updating. Consequently, state-of-the-art ionospheric models.can be expect-
ed to have as remaining errors any of the day-to-day deviations from monthly
mean behavior, which are approximately 20 to 25%. By going from the simple
ionospheric single frequency user algorithm, which gives an approximate 50% rms
correction, to a state-of-the-art ionospheric time delay model, one adds a lot
of model calculation complexity, yet only gains from 50% to perhaps 70-80% iono-
spheric error reduction. Some state-of-the-art ionospheric time delay correc-
tion models are available. These include the Bent Model, the International
Reference Ionosphere, or IRI model, and the Penn State model. The first two can
be obtained from the World Data Center-A, (Conkright, private communication),
and the Penn State Model can be obtained from Nisbet, (private communication).
The additional ionospheric time delay correction obtainable from any of these
models, as compared with the model complexity, may make a user go to choices
number 4 or 5 listed above.

If a user really needs to have the best currently available ionospheric time
delay correction for his time transfer system then the thing to do is to make a
dual frequency measurement of the actual ionospheric time delay along the actual
satellite path of interest, such as the dual-frequency OPS system does automat-
ically. Even with this technique one cannot expect to completely remove the
effects of the ionosphere, but a correction exceeding approximately 95% of the
ionospheric time delay can likely be expected. In order to make precise meas-
urements of ionospheric time delay using two frequencies, their separation
should be very wide, the transmitted carrier phase offsets must be known
precisely, the receiving system must be carefully calibrated, careful attention
must be paid to potential multi-path effects and the signal to noise of the
signal must be high enough, or the integration time chosen long enough to make a
precise measurement. It is doubtful that all these factors can be controlled
accurately enough to make a 99% ionospheric error correction, but one in the mid
90% correction range is possible, if careful attention is given to these meas-
urement details.

At least four groups are working on dual frequency, code-free receiving
systems to make absolute measurements of ionospheric time delay using the CPS
satellite signals. In a short time one of more such receiving systems, coupled
with an ionospheric model to smooth over the necessary spatial distances between
multi-satellite observations, may provide users with a correction for iono-
spheric time delay in the mid-90% range.

CONCLUSIONS

The total electron content of the earth's ionosphere can produce time delay
errors in excess of 100 nanoseconds at the GPS Ll frequency. Models of the
ionosphere vary in complexity, but even state-of-the-art models can correct, in
general, for only 70 to O% of the ionospheric time delay. The best correction
for the effects of ionospheric time delay can only be made by an actual measure-
ment along the same path as that along which the time transfer is being accom-
plished.
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QUESTIONS AND ANSWERS

PAUL CASPER, ATMOSPHERIC RESEARCH SYSTEMS: Do you have any idea what the
ionospheric delay is at ten times higher frequency? Up at Ku-Band?

MR. KLOBUCHAR: Yes, its one over f-squared, so it is one one-hundredth of these delays.

DR. WINKLER, USNO: I think that you can do another thing in order to reduce the effects
and the errors, and that is just to observe during the night. The relative errors during the
night are, of course, proportionally smaller. I have another question.

MR. KLOBUCHAR: Wait a minute. Do you have night at both places all the time. If
you are trying to transfer time between here and India, under common view, it would be
impossible to have night at both places.

DR. WINKLER: But we are not interested in common view. Most of the DoD does not
use it for the simple reason that they cannot communicate. But I do have a question and
that is: The phase noise which we have observed on dual frequency from six seconds to
sixty seconds is much greater than on a single frequency. We have ascribed that, not to a
spottiness or a phase jitter due to the ionosphere, but due to the measurement uncertainty.
Is that correct?

MR. KLOBUCHAR: That is correct in nice, comfortable mid-latitudes. There are times
when you can get in the auroral and polar cap regions some pretty fast phase jitter.
Most certainly your observations have been under quiet mid-latitude conditions and on a
second-by-second basis you would have very slow variations.

DR. LAPACHELLE, UNIVERSITY OF CALGARY: We already have the multi-channel re-
ceivers that can make dual-frequency phase measurements, by squaring the L2 without
decoding. We also call them codeless receivers. Of course this type of receiver is quite
different from the Ll-L2 cross correlation. This type of receiver allows us to measure
the rate of ionospheric variation over time. If we combine this technique with the L1-L2
cross-correlation technique that we saw yesterday, then we have a very powerful machine
that does not require decoding of the code, and yet does everything we want as far as the
ionosphere. I have the following question. Can you comment on the effect of phase scintil-
lation on carrier phase lock? There are problems with that not only in the auroral zone,
but also probably near the equator. This loss of phase lock has already been experienced
and could possibly cause a lot of problems, at least for navigation. Could you comment
on the extent of this, when the sunspot reaches a maximum?

MR. KLOBUCHAR: Yes, you are certainly correct that in the equatorial part of the world
and maybe in the high latitudes there are times that you can get such severe phase scin-
tillation that you can lose lock. The program office became aware of this in '79 or '80 we
went to Ascension Island to make some measurements with a, at the time state-of-the-art
receiver. Ascension Island is right down near the peak of the anomaly of very high peak
electron density. Sure enough, the receiver was in and out of lock a lot of the time. We
also made measurements in Kwajalein Island over in the Pacific and similar kinds of things
happened. You could get amplitude fades in excess of 20-25 dB. We reported this to
the JPO and they made some changes on their receivers to allow the receivers to "coast"
through these amplitude fades and to continue at the same cycle rate that they had as
they entered the fades. That helped the problem to some extent. In the high latitudes,
we have had three receivers working up at Thule, Greenland for the last couple of years
and we don't see as severe effects. We see some changes in group delay or absolute time
change that are great. We haven't ever lost lock yet, I guess, but we are not at solar
maximum. The times when this occurs in the equatorial region are well known. It is very
patchy and only occurs from local sunset to around midnight, but only in patches. I don't
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think that it will put anybody out of business unless they need to know it right then and
there. Certainly JPO has stations all over this area. I asked them how they could tell
where the satellites are when they are in this very strongly scintillating region and they
said that they just have a little higher errors and average a little longer and discard data
if it is too bad. They don't have a real time requirement. The time transfer community
can do the same thing because their requirement is not real time either. The problem is
different if you are a naval vessel that wants to launch a missile and needs positions right
away. In the high latitudes, you don't have a simple diurnal variation like you do in the
equatorial region where it starts up like clock work at sunset and goes on to midnight
almost every night for six months of the year. The high latitudes are not as predictable,
but the problem is not quite as severe there.

SKIP OSBORNE, ALLEN OSBORNE ASSOCIATES: Even though the spread between Li
and L2 isn't as great as you would like it, is there any advantage to using L3?

MR. KLOBUCHAR: No. It isn't on all the time and it isn't even as far apart as Li and
L2. They didn't do a bad job in selecting Li and L2.

MR. OSBORNE: T sub g-is there anything that you recommend? It sounds like we are
stuck.

MR. KLOBUCHAR:I think that we had better continue this off line since we are out of
time.
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AN ADAPTIVE ALGORITHM
TO EVALUATE CLOCK PERFORMANCE

IN REAL TIME*

Dr. James A. Barnes
Austron

Boulder, Co.

Abstract

Kalman filters and ARIMA models provide optimum control and evaluation tech-
niques (in a minimum squared error sense) for clocks and precision oscillators. Typ-
ically, before the models can be used, an analysis of data provides estimates of the
model parameters (e.g., the phi's and theta's for an ARIMA model). These model
parameters are often evaluated in a batch mode on a computer after a large amount
of data is obtained.

An alternative approach is to devise an adaptive algorithm which "learns" the
important parameters while the device is being used and up-dates the parameters
recursively. Clearly, one must give up some amount of precision if one deviates even
slightly from the truly optimum techniques, but, as this study shows, the costs in
performance are not large at all. If one chooses the best sampling intervals, the loss
in precision can be negligible.

The physical models used in this paper are based on the assumption of a com-
bination of white PM, white FM, random walk FM, and linear frequency drift. In
ARIMA models, this is equivalent to an ARIMA(0,2,2) with a non-zero average sec-
ond difference. Using simulation techniques, this paper compares real-time estimation
techniques with the conventional batch mode. The criterion for judging performance
is to compare the mean square errors of prediction between the batch mode and the
recursive mode of parameter estimation operating on the same data sets.

INTRODUCTION

Before working directly on the ARIMA(0,2,2) models [1, it is of value to establish a few important
relations. An ARIMA(1,0,0) model is often referred to as an exponential filter since its impulse
response function is an exponential. That is:

Xn = 0Xn-1 +an

(1)

= on for n = 1, 2, ...

Where the input to the filter, an, is taken to be a0 = 1 and an = 0 for n > 0 (the unit impulse).
This filter is the digital equivalent of a simple R - C low-pass filter with 0 = exp (-t/RC) where

*Work supported in part by the Defense Communications Agency, DCA 100-88-c-0072
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t is the time interval between steps in the counting index, n, and R and C are the resistance and
capacitance values in the analog filter. In frequency domain, the filter transfer function is unity for
low frequencies and drops off at -6dB/octave from the cut-off frequency, f, , given by:

f, = 1/(27rRC) (2)

Given the cut-off frequency, f,, and the sample time interval, t, the ARIMA coefficient, 4), can be
calculated with the equation:

0 = exp(-2?rf/to) = exp(-to/r) (3)

Thus, for a given physical system, the ARIMA parameter is dependent on the data sampling rate.
The inverse function for the ARIMA(1,0,0) is just an ARIMA(0,0,1) which can be seen by solving

Eq. 1 for a,,. Such a filter would be constant for the low frequency end changing to an increase of
gain by +6dB/octave above the same cut-off frequency derived above.

The ARIMA models considered here are models for the phase of the clock comparisons (not their
instantaneous frequencies). We can begin with a physical model of a clock with pure White FM.
Since the ARIMA model is for phase, this first example would be given by an ARIMA(0,1,0) model,
a random walk of phase. The power spectral density (of phase) for this noise is that of a constant
decrease of -6dB/octave everywhere below the Nyquist frequency, 1/(2t0 ).

We can add white noise modulation to this model by going to an ARIMA(0,1,1) model where the
moving average parameter, 0, is computed from Eqs. 2 and 3, above, for r = RC. In actuality this
is not an adequate model for many real clocks. One often encounters more low frequency divergent
noises than the ARIMA(0,1,1) which require an additional integration: that is, one needs either an
ARIMA(0,2,1) or an ARIMA(0,2,2). Physically, the ARIMA(0,2,1) model corresponds to a super-
position of white FM and random walk FM. Again the transition between the two noise regimes is
accomplished by using Eqs. 2 and 3, above.

If one now adds white PM one must go to the ARIMA(0,2,2) model (see Fig. 1), which has two
break points corresponding to the transitions between random walk and white FM and between white
FM and white PM. The equations above allow one to calculate the two parameters separately, say,
0' and 0', for theta-values of two cascaded, MA filters. These two filters can be combined in one
MA(2) filter whose theta-parameters must be combined as factors to realize the correct MA filter.
This combination is obtained as follows:

(1 - 01B)(1 - O2B) = (1 - 01B - 02 B 2 ) (4)

which yields 01 = (0' + 0') and 02 = -(0'0') where B is the index lowering operator [1] and 0' and
20 are calculated using Eqs. 2 and 3. A linear frequency drift can also be important.

ADAPTIVE APPROACH TO TESTING ARIMA PARAMETERS

There are many methods of estimating parameters - for example, just a guess is one means. Of
importance are issues such as bias, confidence intervals, efficiency, and likelihood. While it is easy
to present various estimating procedures that "work" it is often difficult to evaluate how well they
perform. This section develops theoretically the effects of errors in the ARIMA parameters.

Using simulation techniques, these errors are evaluated in " real-time" and compared to the conven-
tional batch method, after the fact. The theoretical consequences of parameter errors are surprisingly
mild. That is, many models are robust in regard to fairly poor estimates and they can give surprisingly
good results. Still there are regions of operation where problems can arise. For example, taking data
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very frequently does not improve one's knowledge of basically long-term performaince. Knowledge of
the long-term performance simply requires long-term data.

The adaptive (real-time) estimation is based on the fact that an ARIMA(0,0,1) has an autocorre-
lation function given by:

I for n=0

R(n) -0/(1+0') for n= 1 (5)
0 otherwise

Figure 2 presents a block diagram of an adaptive algorithm which effectively servos the theta-
estimate (denoted "0") to the "true" theta-value and also provides a current estimate of the variance
of the residuals and a drift estimate. Basically the algorithm computes contributions to the first
autocorrelation coefficient which in turn adjusts the estimated theta-value, effectively driving the first
autocorrelation coefficient of the residuals to zero. The first autocorrelation coefficient of the residuals
(given by Eq. 8, below) is proportional to the difference - (see Ref. [11) giving both direction and
value for the servo. Figure 3 depicts a simulation of the servo performance. Although the servo
"works" we need to compare its performance with a conventional batch approach for estimation.

THE ARIMA(0,2,1) MODEL

Figure 4 is a diagram of the forecast system for an ARIMA(0,2,1) noise model. In this case, theta is
the "real" parameter which is unknown, but is estimated with the value of phi. If phi were to equal
theta, then the system would provide an optimal forecast of X,,. Since there will always be some error
in the estimate of theta, it is of value to explore the consequences of such an error. The following is
a detailed description of the estimation process and the evaluation of the errors caused by an error in
phi.

Following Fig. 4, the data, X, are the only observables from the clock comparisons and the model
is white noise FM and random walk FM: That is, an ARIMA(0,2,1) model. I explicitly assume that
the model is a good model, but theta is unknown. Theta can be estimated by the methods given in
Ref. [1], or by recursive filters developed here.

The output data, Xn, are filtered with an "inverse" filter and the residuals, W,,, are obtained. In
the Box and Jenkins method, phi would be adjusted to give minimum variance to W,,. This, however,
is accomplished in a batch mode after the fact and not in real-time. Regardless of how theta is
estimated, phi is uscd in the forecaster as shown in Fig. 4: Indeed, there is no other value to use.
With W,, as input to the forecaster (the switch in Fig. 4 in the "up" position), the system is allowed
to run for a time to let all transients die out. At this point the estimated output, X" = X, exactly
since the inverse filter is the exact inverse of the forecast filter.

At some point in time, t - n + 1, W, is no longer available as input to the forecast filter and
its input is set to zero (switch in the "down" position). For the first forecast value Xn + 1, the two
previous values, Xn and Xn-i are available to use in the forecast as shown. The error of the forecast
(after the fact), can be found by subtraction of the two equations:

Xn+1 =2Xn - X,_ 1 + an+1 - Oan

X,.,+I = 2Xn - X,-i - OW,,

S1 = X,+ - -k,+= an+1 - Oa,, - OW.

(6)
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where b1 is the error in the first forecast.
Following Box and Jenkins (1], W0 can be expressed as an infinite series which incorporates the

psi-weights and the uncorrelated innovations, an:

Wn =,*a- (7)Co

0

The psi-weights can be expressed in terms of phi, theta, and the innovations, a., as shown below
by requiring Wn to satisfy the equation (see Fig. 4):

wn - OW.- 1 = an - 1a._, (8)

for all n, the result is given by:

1 for i =0 (9)

(0 - 0)0'- ' fori=1, 2, 3,

We can now evaluate the expected square of the first forecast error as:
(4? 0)21

E[61= 2 [1 + 0- 2 (10)

For phi equal to theta we obtain the classical result that the variance of the first forecast error is
just the variance of the innovations.

We can repeat this calculation for t - n + 2 by using the forecast value X,+1 in place of the
(unknown) value, X,+,. Similarly, for t - n + 3 and so forth. The result can be summarized in the
following formula for the mean square time interval error for M lags in the future:

EI 4 [-l M {l+(1- )(M- 1)[1+(1-0)(2M-1)/6]+M(0-O)2/(1- 2)} (11)

This formula has been verified using simulation techniques.
There are two points to make in regard to this relation: (1) for phi equal to theta the result

is identical to the classical results as it should be, and (2) as M gets larger, the variance grows as
M-cubed but the term proportional to (0 - 0) grows as M-squared. That is, for sufficiently large M,
the errors of parameter estimation become unimportant. Figure 5 shows the regions of forecast errors
(1) primarily due to conventional analyses and (2) those due primarily to an error in the estimate of
theta, i.e., phi.

Figure 5 shows clearly that problems develop near theta=1 and near phi=1 with phi and theta not
near each other in value. The problems near theta equal to 1 can be reduced by having longer term
data. Having more frequent data doesn't help.

COMPARISONS BETWEEN ADAPTIVE AND
CONVENTIONAL PARAMETER ESTIMATION

Given an ARIMA model corresponding to a physical model we can simulate a noise sample and treat
the data as if it were real-time data and estimate the parameters recursively. The same data can be
treated in batch mode and find those estimates which minimize the sum of the squares of the residuals.
Table 1 summarizes the results of the estimation process. The program generated 100 noise samples
each of 200 data points in duration. Each sample noise was processed through the adaptive estimation
procedure developed here and the conventional Box and Jenkins [1] treatment. Of course, the "true"
values of the parameters are also known since this is only a simulation.
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TABLE 1 ARIMA(0,2,1)
Theta = .9049 Sig-A = 1.1051

Quantity Conventional Adaptive
Method Method

Phi (Actual=.9049) .8983 .8577
Std. dev. of mean .0042 .0074
Bias rel. Actual -.0066 -.0471
T-ratio -1.58 -6.38

Sig-A (actual=1.1051) 1.1161 1.1726
Std. dev. of mean .0119 .0146
Bias rel. Actual .0111 -.0674
T-ratio .93 -4.63

As expected, the conventional estimates are more accurate and more precise than the adaptive
methods developed here. Still, with reference to Fig. 5, even fairly large errors in phi relative to
theta are soon covered by the conventional errors. Table 1 shows that for theta = .9049, the adaptive
method produces statistically significant biases (T-ratios of -4.63 and -6.38).

ARIMA(0,2,2) NOISE ANALYSIS

To estimate the theta-value the servo was based on the fact that an ARIMA(0,0,1) model has only
the zeroth and first autocorrelation coefficients non-zero. An ARIMA(0,0,2) model has an additional
non-zero coefficient at lag 2, which is strongly dependent on the second MA coefficient. The new
servo has a separate loop which takes samples of the (lag n) (lag n-2) product and adjusts 402 to null
the average similarly to the loop shown in Fig. 2, for 01.

Similarly to Fig. 3, Figure 6 depicts the transient response of the ARIMA(0,2,2) adaptive estima-
tion. As noted above, the important performance is that of forecast errors not the intermediate values
of 01 and 02 shown in Fig. 6. Still it does show how the parameters stabilize.

As noted above, the means of comparing algorithms is to compare the forecast errors for similar
data situations. The Box and Jenkins method can be used to estimate the forecast errors using the
"psi-weights", as in equations 8 and 9, above. The model for consideration now is as ARIMA(0,2,2).
The theoretical forecast errors for the model can be computed similarly to Eq. 11:

E[ = U{1 + (M_ 1)[(1 + 02)2 + M(1 - 01 - 02)[1 + 02 + (1 - 01 - 02)(2M - 1)/61] )  (12)

For the complete model, a linear frequency drift term can be added. That is, we assume that one
has an initial data set (chosen to be 100 time differences between a pair of clocks). The number of
data points are the same for both the adaptive servo and the batch processing. The introduction of
a non-zero frequency drift significantly affects both the adaptive servo and the conventional Box and
Jenkins analysis. Equation 13, below, provides the additional, independent error to the forecast errors
of Eq. 12 due to frequency drift:

D =, (2{1 + (1 - 01)2 + (01 + 02)2+ 09 + (M - 2)(1 - 01 - 02 ) 2 }/M 2  (13)

This noise addition assumes that while 01 and 02 are known exactly, the drift term is estimated
from the mean second difference time error and its variance. Appendix A contains a derivation of Eqs.
12 and 13.
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It is important to realize that the actual errors in real applications are calculated on the basis of

the ESTIMATED model parameters, not the "true" parameters which are unknown. This usage of
the estimated parameters renders the computed errors a bit on the optimistic side because Eq. 12
does not include the errors in the estimated parameters. Figure 7a shows the theoretical contributions
of the conventional Box and Jenkins analysis and the imperfect knowledge of the drift rate for various
theta values. Figure 7 gives graphical views of Eqs. 12 and 13.

Figure 8a shows the theoretical forecast errors as calculated using Eqs. 12 and 13. For simulation
purposes, the "true" parameter values are known. Simulation techniques allow one to verify Eqs. 12

and 13 by repeated calculation of the forecasts compared to the "true" values after the fact.
The bases for the data plotted in Fig. 8a, b, and c are:

1. ARIMA (0,2,2) model

2. Linear frequency drift

3. Data length of 100 points (Initial randomization of filter required)

4. Forecast 100 lags beyond the data length using estimated parameters

5. Repeat above for independent noise samples for at least 500 individual runs.

For Fig. 8a, the errors in the forecast for the simulated data are -.22 dB worse than the theoretical
value. (This number is probably within the uncertainty limits of the experiment.) The solid line is the

theoretical result of Eqs. 12 and 13. The small dots near the solid line are the results of simulation.
The next step was to estimate the theta parameters using a conventional Box and Jenkins approach.

Figure 8b indicates the impact on the forecasts using imperfect parameters. The error is now about
1.01 dB worse than optimum after 100 lags. Theoretical errors (i.e., solid line) are identical in Figs.
8a, 8b, and 8c, as calculated using Eqs. 12 and 13.

The third step is to simulate the results of a "real-time" estimation procedure where the parameters
are "learned" during a single pass through the 100 data points. That is, the adaptive approach is used
for the forecasts. As shown on Fig. 8c, the error after 100 lags is now 1.14 dB relative to optimal or
.13 dB relative to the Box and Jenkins approach. It is interesting to note that, at least for the given
parameters, the adaptive forecaster is close to the Box and Jenkins forecaster in performance.

With the above approach, we can now evaluate the adaptive forecasting performance for various

physical models by using different "true" values for the theta parameters, drift rate, and noise level.
Further, we can estimate the relative performances of "perfect" parameters, Box and Jenkins estima-
tions, and "real-time", adaptive method. In effect, we can evaluate the costs in accuracy of using the
much simpler adaptive approach.

Reference

SG.E.P. Box and G.M. Jenkins, "Time Series Analysis", Ilolden-Day San Francisco, 1970.
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APPENDIX A

PSI-WEIGHTS FOR AN ARIMA (0, 2, 1)

Given an ARIMA(O, 2, 1) Model:

X.- 2 X._I + X.- 2 - a. +0.a,_- = 0

A-i

We define the I-weights by the relation:

00

X= E 'i-a,., for n = 0 to oo
i=0

A-2

In order to have both (A-i) and (A-2) valid for all n, we substitute (A-2) into (A-I) and
group coefficients of the a, together and require the resulting coefficient to vanish, That is,
the net coefficient of a, is just 4Io - 1. The first few relations for the 1T-weights are:

XVo = 1

41 , = (2-0)

tk2 = (3-2.0)

4I3 = (4-3.0)

T, = (m+i)-m.0

A-3

The mean square forecast errors (See Box and Jenkins) are given by:

M-1

E{I } = 1 2Z {(I--0)2.m2+2.(1-0).m+l} A-4
r.1=0

- M {a +(1-0)(M-1)[1+(1-)(2M-1)/6]} A-5
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PSI-WEIGHTS FOR AN ARIMA (0, 2, 2)

Given an ARIMA (0, 2, 2):

X, - 2X.-I + Xn- 2 - a. + 8 1an- 1 + 02a.-2 -- 0

A-6

We define the 4I-weights as is (A-2). The first few relations for the %F-weights are:

%F0 = 1

%1  - 2-01

412 = 2(2-01)-(1+02)

I'3 = 3(2 - 01) - 2(1 + 02)

m (-0 1 -0 2) +(1+0 2) form>0

' : 1 for m = 0

The mean square forecast errors become:

E{62,} = a {1 + (M - 1) [(1 + 02)2 + M(I - 01- 02) [1 + 02 + (1 - 01- 02)(2M - 1)/61}
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APPENDIX B

Mean and variance of an ARIMA (0, 2, 2)

Z. = a. - 0la.-I - 02a,-2 + Av

B-1

The sum of the first M values of Z, are:

M

E Z - aM + (1 - 01)aM_1 + (1 - 0 - 02)aM-2 + (01 + 02)ao - 02a- jI M- Av
n1

B-2

Since the an are independent random numbers with zero mean, the mean value is obtained
by dividing the sum, above, by M. The variance of the estimate ;s obtained by taking the
expectation value of the square of (B-2). That is:

V2a I + (1 - 01) ' + (01 + 0 2 + (M - 2) (1 - 01- 0 2  2 / M

B-3

where V 2 is the variance of the estimated mean of Zn.
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FORECAST ERRORS FOR AN ARIMA(0,2,2)
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QUESTIONS AND ANSWERS

DR. GERNOT WINKLER, USNO: Since you can do your parameter estimation on the run,
you can, of course, allow a change in the characteristics of your frequency standards with
time. Its an adaptive method.

DR. BARNES: That is true. It will adapt to the new value if the standard changes. I guess
that I should point out on the last plot, I am assuming that I have 100 points of data and
I am forecasting for the next 100 points. It is not a lot of data that I am working with.
We are still seeing agreements to a fraction of a dB in this approach.
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THE EFFECTS OF DATA PROCESSING AND
ENVIRONMENTAL

CONDITIONS ON THE ACCURACY OF THE USNO
TIMESCALE

Lee A. Breakiron
U. S. Naval Observatory

Time Service Department
34th and Massachusetts Avenue, N. W.

Washington, DC 20392-5100

Abstract

Humidity has significant long-term effects on cesium clock rates that may be con-
trolled environmentally, but not during data processing. Allan variances are minimized
at a temperature depending on the clock and clock type. There is no dependence of
Allan variance on manufacturing batch. A surprisingly large fraction of clock rate and
variance changes may be attributed to human interference or the need for it. Little
or no improvement is obtained by altering the unity-or-zero weighting scheme of the
current USNO timescale algorithm. An algorithm based on robust ARIMA modelling
yields a timescale that may differ markedly and is in most respects inferior to that gen-
erated by the current algorithm. The NIST algorithm is comparable in accuracy and
stability to the current algorithm, except on the short term, where it is significantly
less stable.

INTRODUCTION

USNO is in the process of reevaluating the accuracy and stability of its timescale algorithm relative to
other algorithms and determining how best to minimize the effects of changes in environmental con-
ditions on the cesium-beam atomic clocks that generate our timescale. The first phase of this study
[1] found that temperature effects on the clock rates (relative frequencies) were negligible when the
clock vault temperature was controlled to within ±1 deg C. No short-term humidity effects were evi-
dent, but there appeared to be an annual variation in the clock rates dependent on absolute humidity,
confirming results found at PTB [21 and IEN [31 and being in turn confirmed at NBS [4].

DATA

The data consisted of two years of hourly clock differences for each of 44 commercial cesium frequency
standards located in six well-separated vaults at USNO, as well as temperature and relative humidity
measurements for each vault. The absolute humidity was computed from the temperature, relative
humidity, and Figure 15 in [5]. The clocks were restricted to those that were weighted, i.e. that
contributed to the USNO timescale, in order to be certain that we were dealing with well-known and
well-behaved clocks.
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Frequency instability in the time domain is defined by the Allan, or two-sample, variance [6]. Allan
variances were computed for each of the clocks at six different sampling times, r: I hour, 5 hours, 1
day, 5 days, 25 days, and 50 days. The mean values of their square roots are given in Table 1, the
associated errors having been calculated from the 30-day (for the first four r's), 180-day (for r = 25
days), or 360-day (for r = 50 days) binned values. In some cases, the data were not extensive enough
to compute all the values or their errors. Next, the value and time of minimum Allan variance were
estimated by second-order interpolation to the lowest three values.

ENVIRONMENTAL EFFECTS

Linear regression of the rates against absolute humidity (both averaged over 10 days) for 5 clocks in
the Building 1 vault yielded the coefficents in Table 2. The coefficients agree well with results obtained
elsewhere [3,4,5], but are not well determined due to imprecise temperature control. Hence, correction
for humidity effects during data processing is not feasible. Only one of our vaults is presently humidity
controlled, but two new vaults now under construction will be.

In order to gauge the effects of ambient conditions on frequency stability, the vault temperatures,
relative and absolute humidities, and their time gradients were investigated for correlations with the
square root of the Allan variance for r = 1 hour, 5 hours, 1 day, and 5 days. The only significant
correlations were with temperature; the mean absolute values of the linear correlation coefficients
ranged from 0.21±0.03 to 0.37±0.04, depending on r, corresponding to confidence levels of from 86%
to 99%. The coefficients varied from negative to positive, depending on the clock, suggesting that
each clock has a peculiar temperature at which its variance is minimized. No dependence on age or
manufacturing batch were noted.

The mean absolute values of the temperature coefficients are given in Table 3. J45-option (high-
performance/high-stability beam tube) clocks had temperature coefficients that were significantly
more positive than those of the 004-option (high-performance tube) clocks for most of the r's, in-
dicating that the former either are more temperature-sensitive, have a lower variance-minimizing
temperature, or both.

MAINTENANCE ACTIVITY EFFECTS

In a search for possible effects of human activity (e.g. routine maintenance) on clock rates, maintenance
logs were compared with the times of significant nontransient rate changes (arbitrarily defined as
2 ns/day). After elimination of rate changes caused by nonroutine events (e.g. gross movement or
degaussing of clock; large temperature excursions; etc.), a background level for the frequency of these
changes was established. Then, excess occurrences of rate changes were looked for around the times
of maintenance checks. It was found that a typical clock underwent 2.0 unexplained (and presumably
spontaneous) rate changes per year and 0.9 rate changes per year attributable to maintenance checks,
even if no adjustments were made. If controls had to be adjusted, there was an 13% chance that a rate
change would result. Of the adjustments that caused rate changes, 82% were of the second-harmonic
control.

A similar investigation was made of the square root or of the Allan variance for r = 1 hour, 5 hours,
I day, and 5 days. Defining a significant change as twice the standard error of a or more, eliminating
changes caused by nonroutine events, and averaging over all clocks and r's, it was found that 55%
more changes in a occurred when an adjustment had to be made; virtually all of these adjustments
were of the second-harmonic control.
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Inasmuch as the data were binned in intervals of 5 days (for rates) or 30 days (for r's), the time
resolution was inadequate to determine what was cause and what was effect, i.e. whether it was the
condition that necessitated the adjustment, or the adjustment itself, that altered the rate or a.

We also looked for any dependence of Allan variance on clock serial number (hence, manufacturing
batch) or, roughly, age. Figure 1 shows no such dependence, but one must keep in mind that any
clock showing significant aging would produce degraded data that would have been rejected from our
data set by the deweighting of the clock to zero.

CLOCK WEIGHTING

The USNO uses a linear timescale algorithm (the "old" one described by Percival [7]), which is
generated hourly and reprocessed about twice a week, at which time clock weights and rates may
be revised, based on an examination of least-squares solutions for the rates generally solved for every
5 days. The mean ("paper") timescale is generated from the average of each of the individual clock
rates (after removal of a nominal rate relative to the rest of the ensemble), wherein clocks are either
weighted unity or zero. Clocks are deweighted in the preliminary timescale if their rate change exceeds
3 parts in 1013. During reprocessing, they are deweighted if a change in rate exceeds about 6 ns/day,
its rms frequency error of unit weight exceeds about 5 ns, or if the rate appears to be drifting.
Consequently, the algorithm is iterative and "unweighted" and the data are filtered.

In order to provide a physical realization of this time, called UTC (USNO), a cesium clock, Master
Clock (MC) #1, is steered toward the mean timescale, as is one of our passive hydrogen masers, MC
#2. GPS and all other USNO-derived timescales are traceable to MC #2. The mean timescale itself
may be steered by steering the MC's (to which it and all clock time differences are referred), as is
currently being done, toward TAI. The steered and unsteered mean timescales relative to TAI are
shown in Figure 2 for the years 1986-87.

In order to investigate the effect of altering the weights, seven different mean timescales were
computed using weights equal to the inverse Allan variances for the sampling times in Table 1, as
well as the inverse minimum Allan variance. Attention was paid to significant changes in each clock's
varianLe with time, since, as noted in the previous section, these did occasionally occur.

The short-term errors of the unweighted and weighted timescales were evaluated by comparing
them to our MC #2 maser, which is more stable than cesium clocks at sampling times shorter than
a few days. Table 4 lists the mean square roots of the Allan variance of the differences between the
timescale and the maser for the six sampling times. Weighting with 5-day variances yields better
results than not weighting at all, but to such a small extent that one questions whether it justifies
even the relatively little extra labor involved.

The long-term systematic errors of the weighted timescales were studied by solving by least squares
for the slope of their drifts relative to the unweighted timescale. According to Table 5, none of the
weighted timescales drift significantly from the unweighted timescale.

The long-term nonuniformities of the unweighted and weighted time- scales were analyzed by
averaging daily time differences over 10 days, referring the averages to TAI (available only every 10
days), removing the steering, fitting a parabola or a line (whichever fit best) to the .1986 and 1987
data by least squares, and looking at the standard error of the estimate (the scatter after removal of
the parabolic or linear trend). Allan variances would have underestimated the errors due to the serial
correlation of the residuals. Since the standard errors of the standard errors themselves are about
±8 ns and ±5 ns for 1986 and 1987 respectively, it is evident from Table 5 that weighting does not
significantly decrease the long-term nonuniformities.

Therefore, little or nothing is to be gained by weighting our clocks any differently, at least with
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our current algorithm. This is probably due to the homogeneity of the clock types in our ensemble.
It also implies that the Allan variance is not the best measure of the contribution of a clock to the

stability of a timescale. Previous discussions of this matter [8, 91 have assumed that the outputs of
clocks are statistically independent. However, it has been shown [1] that USNO clocks are significantly
intercorrelated and even that study would not have been able to detect correlations apparent only with
reference to clocks of other types and in other locations. These correlations cause one to underestimate
the errors when using an internal estimate like the Allan variance. Apparently, they do so to such
an extent that the Allan variance overestimates a clock's contribution when the "optimum-weighting

method' [9] is employed.

ROBUST ARIMA ALGORITHM

Percival [7] proposed an algorithm based on ARIMA forecasting. An- ARIMA (Autoregressive Inte-
grated Moving Average) model is described by:

P q

z, - jz, : Oo + at - 0a,_ (1)
j=1 j=1

where zt is the d" finite time difference; d is the number of times the elements of the time series have
to be differenced to render the series stationary; 0i, ... , Op are autoregressive parameters; 00 is a

correction for a systematic dth-order drift; 61, ... , 0 q are moving-average parameters; and at, ... ,
at-q are uncorrelated random variables with zero mean and constant variance. Such a model allows

one to make use of short-term trends in the data to predict a real-time timescale and, hence, quickly
to sense any significant rate change and downweight such a clock until its rate is stable again.

Downweighting was accomplished by means of a robust filter, namely Hampel's psi function (Figure
3), as also proposed by Percival [10]. The weight of a clock was given by:

utk(e:/at) (2)

where at is the square root of th- Allan variance at a sampling time t (the time interval of rate and
weight revision) and et is the dinerence between the observed and the ARIMA-predicted frequency.

Each clock's data were divided into segments of constant rate and variance and at least 50 t in
length; an initial model was assumed for the clock; and the model was iteratively improved until the
rms error of the fit to the data was minimized. The results of the modelling were as follows: (1) d =
2; (2) t = 1 day was the smallest time step for which the minimal number of parameters needed to be
solved for; (3) p - 0; (4) 0o could not be determined because the coefficients of each model changed

significantly too frequently, typically every few months at one or more of the times of rate change; (5)
96% of the time, q = 1, and the rest of the time, q =: 2; and (6) 01 and 02 averaged 0.721±0.015 and
0.819±0.019 respectively.

A timescale was computed hourly with the robust ARIMA algorithm by enforcing equality with
the unweighted USNO timescale for the first 10 days (during which the ARIMA prediction errors,
required by the weighting procedure, initialized themselves) and then letting the ARIMA algorithm
take over for the remainder of the year. The results for 1986 and 1987 are shown in Figure 4. Little
difference was found between using weights based on the variance of the fit rather than the Allan
variance.

Of the weighted clocks used by the USNO algorithm, those given full weight by the ARIMA algo-

rithm averaged 93.4%, those given partial weight averaged 5.5%, and those given no weight averaged
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1.1%. For a normal distribution of errors, the sum of the last two would be 4.6%. In practice, the
ARIMA algorithm could have made partial use of some of the clocks given zero weight by the USNO
algorithm.

Evaluating the short-term errors, again through comparison with our maser, we obtained the
mean square roots of the Allan variance given in Table 6. The ARIMA timescale is significantly less
stable than the USNO timescale for every sampling time except 1 day (probably because of the 1-day
weighting). Also, its time of minimum variance occurs at a shorter sampling time.

The stability of the robust ARIMA timescale could probably be improved, at least over times

longer than a day, by increasing t from 1 day to, say, 5 days (nearer the average time of minimum
Allan variance for our clocks). As it stands, the ARIMA algorithm corrects the rate daily, which may
be decreasing the ensemble's stability by following the cesium clocks too closely, i.e. tracking some of
their noise. Unfortunately, increasing t decreases the number of data points by the same factor, which
makes it more difficult to derive the ARIMA coefficients with sufficient accuracy. ARIMA modelling
requires a minimum of about 50 data points, but our clocks went only an average of 126 days between
significant rate changes (at which time the ARIMA coefficients usually changed significantly). The
inaccuracy of the ARIMA parameters could also have contributed to the timescale's instability.

As is evident from Figure 4 and Table 7, the ARIMA algorithm on the long term can drift markedly
relative to the USNO timescale in either direction, depending on the prevailing ARIMA parameters.
The ARIMA timescale was significantly less stable than the USNO timescale during 1986, but was
about as stable during 1987. Since there were fewer clocks and more rate changes in 1987 than in
1986, the only apparent reason for this difference in stability between years is a greater susceptibility
of the ARIMA algorithm to nonuniformities in the data; that these nonuniformities were larger in
1986 than in 1987 is clear from the corresponding errors for the USNO algorithm.

Consequently, ARIMA Tiu ';aing yields a timescale that is no better than, and is in most respects
significantly inferior to, t'.a' jnerated by the USNO timescale, for reasons connected with the practical
determination of the A1IMA parameters and their apparent sensitivity to noise and nonuniform data.

NIST ALGORITHM

Another important algorithm is that used by NIST (formerly NBS) to generate their ATI timescale.
The algorithm is an asymptotic form of a Kalman filter designed for a steady-state ensemble mani-
festing the types of noise typical of cesium clocks [11, 12]. Either linear or nonlinear, depending on
the clock, it utilizes exponential filters in the rate correction and weight revision. As used here and
at NIST, it utilizes daily measurments and weights based mainly on the clock stability at a sampling
time of 1 day. We did not use the nonlinear option because any clocks with drifting rates had already
been eliminated from our data.

Using initial weights based on 1-day Allan variances, a timescale was generated with the NIST

algorithm. Evaluating the short-term errors as before, we obtained the results in Table 6. Both
the USNO and the ARIMA timescales are more stable on the short term than the NIST time-scale.
The reason for this is unclear. The ratio of the highest clock weight to the lowest clock weight
averaged 21.1±1.1 - this for clocks all given equal weight by the USNO algorithm and whose time-
scale computed therefrom has been shown above not to be improved by weighting. Experiments with
setting an upper bound on the weights and with increasing the time constant of the rate-correction
filter failed to improve the NIST timescale's short-term stability.

As seen in Figure 5 and Table 7, on the long term the NIST time-scale agrees well with that of the
USNO algorithm as far as both drift and nonuniformities are concerned, as may be expected because

of their basic linearity.
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Thus, use of the NIST algorithm would not improve the long-term accuracy or stability of the
USNO timescale and would apparently degrade its short-term stability.

CONCLUSIONS

Humidity should, and increasingly will be, controlled in our clock vaults. A significant fraction of
clock rate and variance changes might be eliminated by reducing the extent of human interaction or
the need for it. No improvement in either accuracy, short-term stability, or long-term stability would
be achieved by weighting the individual clocks differently from unity or zero with the current USNO
algorithm or by employing either the NIST algorithm or one based on ARIMA modelling.
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Table 1. Mean square roots a of the Allan variance for 44 USNO
cesium clocks in units of parts in 1013 at 6 different sampling
times r, with standard errors in units of parts in 1016 given
in parentheses. The clock type is given by a key at the bottom. The
J45-option clocks do have significantly lower variances, as advertised.
There is no dependence of variance on vault or location therein.

T Vault
Clock Sampling Times y in
Ser. 1h  5h  i d  5 d  

2 5 d 50 d  p Bldg.
No. e No.

0116 2.791(48) 0.679(08) 0.284(22) 0.310(49) 0.39(186) 0.723 b 82
0133 3.039(65) .021(17) 0.508(43) 0.367(49) 0.305(27) 0.571 d 16
0571 3.45(100) 1.171(46) 0.543(41) 0.360(48) 0.274 b 52
0571 3.662(66) 1.169(14) 0.491(13) 0.294(08) b 82
0653 3.367(56) 1.250(22) 0.546(19) 0.402(29) 0.373(38) 0.465 b 1
0656 4.416 1.666 0.844 0.346 b 16
0752 6.205 2.528 1.365 0.807 b 3
0778 3.860(93) 1.435(48) 0.630(29) 0.400(25) 0.395(59) 0.753 a 16
0787 2.691(60) 0.826(40) 0.391(45) 0.47(101) 0.776 b 52
0837 3.020(69) 0.985(29) 0.446(19) 0.300(19) 0.312(92) 0.48(204) b 16
0862 2.766(43) 0.879(13) 0.366(09) 0.269(20) 0.334(40) 0.619(93) b 16
0873 7.178 2.835 1.264 1.157 b 52
0875 2.718(27) 0.807(12) 0.337(10) 0.292(20) 0.300(83) 0.49(151) b 16
1025 2.562(46) 0.744(18) 0.313(33) 0.354(64) b 1
1028 2.794(94) 0.850(08) 0.383(25) 0.285(56) b 52
1094 2.803(40) 0.711(25) 0.279(10) 0.241(34) b 78
1104 2.872(37) 0.802(20) 0.328(16) 0.268(50) 0.290 b 1
1117 .636(48) 1.806(30) 0.858(28) 0.441(20) 20.318(89) 0.51(308) b 1
1300 3.680(38) 1.321(20) 0.615(21) 0.398(27) 0.32(140) 0.36(224) b 1
1301 2.767(74) 0.815(08) 0.347(09) 0.256(44) 0.36(199) 0.675 b 16
1301 2.996(36) 0.932(08) 0.353(17) 0.229(02) b 82
1305 3.672(61) 1.340(42) 0.599(20) 0.399(63) 0.413 b 52
1343 3.04(125) 0.859(17) 0.371(29) 0.318(36) 0.431 b 16
1423 3.954(28) 1.484(18) 0.660(12) 0.431(30) 0.33(121) 0.677 b 16
1449 2.494(71) 0.763(26) 0.252(19) 0.193(18) b 1
1452 3.659(56) 1.364(24) 0.662(15) 0.530(56) 0.43(202) 0.615 b 1
1586 2.837(62) 0.848(26) 0.367(27) 0.322(38) 0.40(164) 0.403 b 16
1586 2.945(47) 0.877(51) 0.415(59) 0.288(37) b 82

Type Key: a: Hewlett-Packard model 5061A
b: Hewlett-Packard model 5061A option 004

c: Hewlett-Packard model 5061A option J45
d: Frequency and Time Systems model 4050 with high-
performance tube
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Table 1. Continued
T Vault

Clock Sampling Times y in
Ser. 1 h 5 h 1 5d  

2 5d 50 p Bldg.
No. e No.

1605 3.645(44) 1.336(11) 0.612(14) 0.387(20) 0.374(68) 0.63(225) b 1
1809 2.992(24) 0.953(13) 0.430(22) 0.328(31) 0.346(57) 0.68(113) b 16
1846 2.936(33) 0.957(15) 0.389(14) 0.266(17) 0.301(74) 0.51(274) b 52
1986 3.99(110) 1.52(103) 0.79(126) 0.703 b 1
2098 2.817(50) 0.819(10) 0.349(12) 0.297(23) 0.345(94) 0.409 b 16
2098 2.862(41) 0.915(20) 0.415(59) 0.315(63) 0.323 b 82
2100 2.621(42) 0.724(09) 0.288(11) 0.274(31) 0.312(44) 0.41(150) b 1
2157 2.691(34) 0.753(13) 0.323(17) 0.262(29) 0.191 b 1
2277 2.764(43) 0.693(11) 0.296(10) 0.310(23) 0.37(123) 0.643 b 1
2285 2.672 0.860 0.374 0.446 b 1
2314 2.64(294) 0.703(12) 0.253(01) 0.179(07) b 1
2315 2.600(60) 0.691(10) 0.361(54) 0.369(50) 0.382 b 1
2481 2.809(32) 0.838(18) 0.340(13) 0.280(28) 0.418(71) 0.54(198) c 16
2482 3.08(161) 0.86(102) 0.355(67) 0.273(72) 0.250(70) 0.226 c 52
2483 2.667(30) 0.751(13) 0.359(19) 0.320(39) 0.349(90) 0.53(180) c 52
2484 2.453(48) 0.693(07) 0.271(07) 0.198(18) 0.408(90) 0.390 c 1
2485 2.71(103) 0.787(57) 0.53(125) 0.98(354) c 52
2485 2.811(61) 0.743(17) 0.296(17) 0.285(32) 0.377(82) 0.488 c 78
2487 2.630(52) 0.765(13) 0.322(14) 0.268(27) 0.193(07) 0.108 c 3
2488 2.86(125) 0.824(53) 0.366(21) 0.405(60) 0.510 c 52
2493 2.555 -I 716 0.327 c 1

Type Key: a: Hwlett-Packard model 5061A
b: Hewlett-Packard model 5061A option 004
c: Hewlett-Packard model 5061A option J45
d: Frequency and Time Systems model 4050 with high-
performance tube

Table 2. Mean coefficients relating the frequency and the absolute
humidity for 5 cesium clocks in the USNO Building 1 vault.

Clock Serial No. Absolute Humidity Coefficient

1117 -0.95 ± 0.72 x 10- 14g m - 3

1300 -1.01 ± 0.62 x 10- 14g m -3

2100 +1.64 ± 0.60 x 10- 14g m -3

2277 -1.71 ± 0.56 x 10-1 4g m -3

2484 -0.51 ± 0.43 x 10-14g m -3
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Table 3. Mean absolute values for the coefficients relating the square
root of the Allan variance and temperature in units of parts in 1015
per 'C for two types of Hewlett-Packard cesium clocks at USNO.

Sampling Time
Clock Type Ih  5h  id 5d

HP option 004 7.2 ± 1.6 4.0 ± 0.9 3.5 ± 0.7 2.8 ± 0.5

HP option J45 11.3 ±3.0 6.3 ± 1.7 4.1 ± 1.2 0.4 ± 1.3

Table 4. The mean square roots of the Allan variances of the maser
relative to the USNO unweighted mean timescale and seven weighted mean
timescales in units of parts in 1013 for 6 sampling times, with
standard errors in units of parts in 1016

Mean Sampling Time
Computed Ih 5 h id 5 d  

2 5 d 5 0 d

Using:
no weights 2.044 ± 27 0.489 ± 08 0.252 ± 27 0.180 ± 11 0.086 ± 22 0.063 ± 01

1/, 2 (r = 1h) 2.080 ± 26 0.486 ± 09 0.248 ± 28 0.172 ± 11 0.097 ± 21 0.067 ± 03
1/,2( =- 5 h) 2.061 ± 25 0.474 ± 08 0.242 ± 27 0.172 ± 11 0.089 ± 23 0.061 ± 10
1/a 2 (r = 1d) 2.066±31 0.476 ± 08 0.242 ± 27 0.169± 10 0.091 ± 24 0.063±01
1/-2 (r 5d) 2.014 ± 27 0.473 ±07* 0.243 ± 27 0.172 ± 10 0.090 ± 21 0.056 ± 04

1/0,2 (r 25d) 2.056 ± 27 0.489 ± 08 0.253 ± 26 0.177 ± 10 0.086 ± 20 0.061 ± 06
1/U2(7=50d) 2.098 ± 25 0.518±08 0.271±24 0.192 ± 09 0.108 ± 15 0.116±25
1/a2(r rin) 2.059 ± 21 0.486±08 0.252±26 0.177 ± 10 0.089 ± 18 0.071±09

The only values significantly smaller than for the unweighted mean.
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Table 5. The drifts and nonuniformities of the unweighted and weighted
USNO timescales. The standard errors of the estimate are for a parabolic
(1986) or linear (1987) fit.

Standard Error of Estimate
Mean Computed Drift Relative to of TAI-Unsteered USNO Mean

Using: Unweighted Mean (ns)
(ns/day) 1986 1987

no weights +65.3 ± 39.9
1/a,(r = 1h) 0.011 ± 0.006 ±68.6 ±37.9
1/a2 (r - 5h) 0.039 ± 0.007 ±69.0 ±38.8
1/a 2 (r = 1d) 0.011 ± 0.011 ±70.2 ±36.6
11a2(r = 5d) -0.041 ± 0.010 ±68.2 ±38.1

1/O2 (r = 2 5 d) 0.018 ± 0.012 ±69.7 ±37.8
1/U 2 (r = 50d) 0.004 ± 0.021 ±72.5 ±38.1
1/oa2 (r = Tm.in) 0.051 ± 0.009 ±67.6 ±41.1

Table 6. The mean square roots of the Allan variances of the maser
relative to the timescale generated by three algorithms (using USNO
cesium data) in units of parts in 1013 for 6 sampling times,
with standard errors in units of parts in 1016

Sampling Time
Algorithm 1h  5h  id 5d 25d 5 0 d

Unweighted 2.044 ± 27 0.489 ± 08 0.252 ± 27 0.180 ± 11 0.086 ± 22 0.063 ± 01
USNO

Robust 2.260± 23 0.570± 11 0.265± 29 0.215± 15 0.257±64 0.417± 63
ARIMA

NIST 0.469 ± 39 0.348 ± 34 0.095 ± 16 0.075 ± 21
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Table 7. The drifts and nonuniformities of timescales generated by
three algorithms using USNO data for the years 1986 and 1987

Drift Relative to Standard Error of Estimate
Algorithm Unweighted USNO Mean of TAI-Unsteered Mean

(ns/day) (ns)
1986 1987 1986 1987

Unweighted ±65.3* ±39.9
USNO
Robust -3.40 ± 0.18 3.95 ± 0.07 158.7* 44.7*
ARIMA

NIST 0.0113 ± 0.0096 70.3 40.6I1
*Quadratic fits; the other fits are linear.
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FIG. 1. SQUARE ROOT OF ALLAN VARIANCE

VS. SERIAL NUMBER (TAU OF MIN. VARIANCE)

I I I I I I I I I I I I I I I 1 1
• . . ..... .. .. .. .. . . .. . .. . . .. . . ... . . . . . .

. .... .......... . . . . . . . . . . . .. . .. .

08
I)

qi4

z
H

• ,S

Bo Soo 130 1700 210

o o

.2 0

I I I I I

500 900 1300 1700 2100

SERIAL NUMBER

233



0

z

Ix

(f)

-i
'U

<E

L.4

U-C

z
D/

0(

(0

CD

CD LO

SON00SO801

23



z

O

0

0(0

H

z

I I

SON003SONVN

CD

uOD

o o
tCD

cu CD OD (

!L A C I

SON0O0SON8JW

235/236



THIRD INTERNATIONAL TIME SCALE
ALGORITHM SYMPOSIUM*

David Allan
National Institute of Standards and Technology

12-13 September 1988-Turin, Italy

Program Committee

General Chairman: Bernard Guinot
Bureau International des Poids et Mesures,
Paris, France

Program Chairman: David W. Allan
National Institute of Standards & Technology
(Formerly The National Bureau of Standards)
Boulder, Colorado, USA

Local Coordinator: Pier Giorgio Galliano
Istituto Elettrotecnico Nazionale,
Turin, Italy

The proceedings should not be considered a formal publication and should not be referenced. If
papers are reproduced, permission of the authors must be obtained and credit should be given to the
Symposium.

Copies of the proceedings can be obtained from:
NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY
TIME AND FREQUENCY DIVISION
325 Broadway
Boulder, CO 80303-3328
(Published October, 1988)

*The following are excerpts from the proceedings

237



TABLE OF CONTENTS
(extracted from the proceedings)

page numbers refer to the proceedings

List of Attendees ......... ........................... .v. V

Opening Address .......... ........................... ... ix

Author's Abstracts and/or Notes from D.W. Allan ...... ............ xiii

Status and Plans for the NRC Primary Cesium and for Synchronizing

UTC(NRC) .......... ...................... .S. Boulanger... 1

Progress Report on the Time Scale Evaluation Project

at USNO ....... ...................... .L. A. Breakiron . 7

Status Report and Future Trends of the IEN Time Scale

.. .... .... ... .... ... F. Cordara, Y. Pettiti, P. Tavell . .9

Development of Time Scales at PTB .. ............ . H. de Boer... 27

Are the Independent Atomic Time Scales Worth of Interest?

. . . . . . . . . . . . . . . . . . . . . . . . . . . M . Granveaud .. 39

Israel's New Synchronized Time Scale, UTC (INPL)

. . A. Shenhar, W. Litman, A. Lepek, A. Citrinovitch, D.W. Allan, T.K. Peppler... 93

Long Term Stability of the International Atomic Time

. . . . . . . . . . . . . . . . . . . . . . . . . . Claudine Thomas... 79

A Study of the NBS Time Scale Algorithm

................. M.A. Weiss, D.W. Allan, T.K. Peppler... 93

In Search of The Best Clock

............... D. W. Allan, M. A. Weiss, T. K. Peppler ... 117

In Search of the Best Clock, An Update

. . . . . . . . . . . . . . . . . . . . . . . . . . . . D . W . Allan... 137

An Adaptive Algorithm to Evaluate Clock Performance in Real Time

. . . . . . . . . . . . . . . . . . . . . . . . . . . . J. A. Barnes... 147

238



Characteristic Analysis of Clock Noise: A Dynamic Model

Wei Guo, Song Jin-An... 167

The Measurement Error of Quadratic Polynomial Parameter in Atomic

Clock ......... .......................... .... Wei Guo, Song Jin-An... 181

Time Scales Established in Retrospect

. . . . . . . . . . . . . . . . . . . . . . . . . . Bernard Guinot... 195

The NRL Hydrogen Maser Ensemble and a GPS Time Steer Experiment

...................... Al Gifford, Fran Varnum... 203

The Steering of a Real-Time Clock to UTC(NBS) and to UTC

. . . . . . . . . . . . . . . . . . . . . .. . 3. Levine, D.W . Allan.. 239

The Design of Kalman Smoothers for Global Positioning System Data

. . . . . . . . . . . . . . . . . . . . . . . . . . . . M . A. W eiss... 255

Stable Kalman Filters for Processing Clock Measurement Data

............. P. A. Clements, B. P. Gibbs, J.S. Vandergraft... 289

Importance and Limitation of the Algorithms for Time Scales

. . . . . . . . . . . . . . . . . . . . . . . . . . Bernard Guinot. . 311

A Comparative Study of Two Procedures for Generating Ensemble

Time: Kalman Filter and Weighted Average

. . . . .. . . . . . . . . . .. ... . . . M . Mnackri, C. Thomas ... 313

Comparison of Two USNO Time Scale Algorithms

. . . . . . . . . . . . . . . .. . .. . D.B. Percival, A.E. Meyers... 327

Kalman Ensembling Algorithm: Aiding Sources Approach

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . S.R . Stein... 345

Research Program on Primary Cs-Beam Frequency Standard at the

Observatory of Neuchatel ..... ................. .. G. Busca... 359

Notes on Variance Testing of Time Scale Algorithms and Clock Sets

D.W. Allan... 361

239



Opening Address

Dr. Bernard Guinot

Bureau International Des Poids Et Mesures
Section du temps Pavilion de Breteuil

F92312 Sevres Cedex
FRANCE

One of the roles of the talk to open a session is to demonstrate that what we will do is quite
important. Of course you already know the importance of the subject since you are here. Nevertheless
a confirmation that we are performing essential duties is always satisfactory, and it helps in warming
up the engine.
There has been contrasting opinions concerning the algorithms for time scales.
For instance, some years ago, our colleague from NRC, Costain, was somewhat skeptical. He told me
"have a good clock and don't care for algorithms.' It might be a good solution, but it is not a natural
one. The natural evolution, both for physical and psychological reasons, is that when you have a good
clock, you manage to get a second one, then a third one, and you are all faced with the algorithms.
On the opposite, Barnes told me that if he can gain 10% by statistics, it saves the cost of one clock
over 10 to achieve the same performances, which is by no means negligib?.
At the beginning of the era of atomic time, the algorithms for time scales were essentially machines
which avoided phase and frequency jumps when clocks failed or when new clocks were entered in the
system. Nowadays, to maintain the stability in spite of modifications of the clock ensemble, which
includes change in the weighting, remains an essential role of the algorithms. But we have recognized
that the result is strongly dependent on the quality of the prediction of the clock frequency.
We have also recognized that there is no unique ideal time scale algorithm. We have to specify first
what the criteria of the time scale that have to be fulfilled: frequency accuracy, stability for some
given sample time. As I believe that this is an important point, I would like to illustrate by two
examples how the criteria may differ.
There are many systems where remote clocks must be maintained in synchronization within stated
tolerances. Examples: navigation systems such as GPS, master clocks of time services,... The most
convenient method consists in maintaining the synchronism with a master clock of the system. It is
evident that the master clock must be more stable than any other clock of the system. More precisely
the stability of the master clock must be optimized for a sample time which is of the order of the
re-synchronization by absolute means, which are anyway needed. An additional requirement is the
reliability of the master clock. This is clearly a domain where we have to rely on an ensemble of
clocks and a well adapted algorithm.
I will spend a little more time on the second example which illustrates the need of the very long term
stability, which is often loosely referred to as 'uniformity', in celestial dynamics.
In this type of research, we observe space coordinates (angles, distances) as a function of time read
on a realized time scale. The goal is to fit later a theory. Limitations are the errors of the
dimensional measurement and the departure of the realized time scale from ideal. The important
point is that the errors of dimensional measurement progressively decrease as a result of improvement
of the observational techniques. At the same time the time error increases indefinitely because atomic
time is the result of integration of imperfect frequencies. Therefore it will primarily happen that the
atomic time error will exceed what should correspond to the dimensional error.
In current solar system dynamics this crowning point appears sufficiently remote, even without
progress of the atomic clocks, may be in centuries, so that we feel reasonably comfortable.
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But Backer (1982) discovered the first millisecond pulsar and we realized that our crowning point had
suddenly jumped to a year, maybe less, after the start of precise pulsar timing. We have to be aware
of the importance of this discovery for the time metrology.
Of course, the progress in long term stability needed by pulsar studies is not within the reach of better
algorithms: we need better clocks. Nevertheless we cannot change the clock data: but we can use them
in an optimum way and the gain is not marginal. This gives life to a new activity: the reprocessing
of past data with appropriate algorithms, for which it might be possible to use multi-weight
approaches which could use all the clocks in their domain of excellence.
Concerning the algorithms themselves, I would like to paraphrase a famous sentence of Sully,
unfortunately I cannot translate it into English 'La fourage et pastourage sont les deux mamelles de
la France". I will say that prediction and weighting are the two main features of the time scale
algorithms. But it appears that with new methods, such as the Kalman filtering, prediction and
weights do not appear explicitly anymore. They should nevertheless exist and I believe that it is
important to understand what they really are in order to avoid misusing these powerful tools.
I am also convinced that the classical algorithms still require further studies and may offer improved
possibilities.
I would also like to mention that the establishment of time scales is not the orl , domain where
stability and accuracy algorithms are realized. Similar problems occur with series of measurements in
astronomy and geophysics: for instance, the evaluation of the motion of the terrestrial pole from
many observatories. Maybe it was not so crucial than with time, but it may become more important.
Our community of time scale algorithms designers is small; it might be useful in the future to share
our experience with other researchers in nearby domains.
I personally look forward with the greatest interest the discussions of these two days.
I would like to express to our program chairman David Allan, our thanks for having so timely
initiated the 3rd Symp. on time scale algorithms. The IENGF has kindly accepted to host our
symposium. I wish to express to them our gratitude to Prof. G.F. Micheletti, Special Commissioner
of the Institute for putting such a pleasant meeting place at our disposal and for his welcome address
and to Dr. Galliano, local coordinator, and his staff, for the charge of the local organization.
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Author's Abstracts and/or Notes by D. W. Allan

J.S. Boulanger, NRC

Status and Plans for the NRC Primary Cesium and for Synchronizing UTC(NRC)

Notes: Plan to use Hydrogen, Commercial C8 and Primary Cs. over the next year and test
algorithm. Overlap for approximately I year. UTC(NRC) will continue from Cs V until algorithm
version has been well demonstrated to be better. Cs VIB will be an experimental clock. Cs VIC
provided input to GPS receiver after July failure of Cs V for two months (2030 UTC, 31 Aug. 1988

Cs V began again to provide the reference).

L.A. BreakL-on, USNO

Progress Report on the Time Scale Evaluation Project at USNO

The Time Service Department of the U.S. Naval Observatory has begun a project of research aimed
at reevaluating the time-scale algorithm currently in use for the processing of cesium clock data. In
particular, our linear algorithm is being compared to higher-order and ARIMA-type algorithms.

Also, our unweighted, filtered scheme is being compared to more sophisticated filtering and
weighting schemes involving the Allan variance. Increased attention is being paid to environmental
factors. A report summarizing the results to data will be presented.

Notes: 40 Cs clocks in six (one with humidity control) vaults. Found annual absolute humidity
dependence of either sign. Found temperature coefficient. J45 series tended to be positive relative to
option 004. Looked at non equal weighting approach. Used weights at 6 g values and constructed 6
scales plus the regular UT(USNO) algorithm (0,1 weights). H-maser, used in short term and TAI for
long term reference: g = 1 hr., 5 hr., 1 d, 5 d, 25 d, 50 d. g = 5 d gave some marginal improvement.

Fit a parabola to part of the data and a straight line to the rest. 87% of Ay changes occurred at
maintenance periods. 55% of the time something was changed the variance changed. Tested Percival
ARIMA algorithm with Robust statistics, and Hampel's Psi function. Two more vaults being built
with humidity control.

F. Cordara, V. Pettiti, P. Tavella, IEN

Status Report and Future Trends of the IEN Time Scale

The time scale UTC(IEN) of the Istituto Elettrotecnico Nazionale (IEN) of Torino, Italy, has been
realized since 1976 by means of an industrial cesium clock whose rate has been corrected with a
phase microstepper to maintain UTC(IEN) in close agreement with UTC.

In recent years, the analysis of the influence of the environmental parameters on the frequency of the
atomic clocks maintained at IEN allowed to improve the long term stability of the time scale
adopting a compensation of the seasonal rate of changes of some clocks.

Further steps towards a more uniform and reliable time scale generation will be possible adopting
suitable algorithms for a small clock ensemble. Some preliminary results obtained using a different
weighting criteria and future trends for the IEN time scale realization are analyzed.

Notes: GPS comparison started mid 1985. Last year micro-stepper control was added. Ser. 893 004
Cs with 12 years of life. TA2 is NBS algorithm, target is 20 days. TA1 is simple average. TA1 is

better in long-term, TA2 in short term. rmin = approximately 2 weeks, at , 3 x 10-14. Temperature
control at 0.5'C; plan to control humidity to 5%. Environmental perturbations predominate in
long-term. That TA1 is better in long-term than "'A2 was not statistically significant.
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H. De Boer, PTB

Development of Time Scales at PTB

Notes: Don't need sophisticated algorithms. CsS now in test. (69 m/s = i; Av = 44 Hz, o(ls)

6 x 10-12 and 3 x 10-12 for Csl and Cs2 respectively. Frequency accuracy primarily due to cavity

0-shift of 30 x 15- 15 and 15 x 10-15 respectively. u(90 d) _ 6 x 15- 15 from Io t(,,ue r'eam
reversal every few weeks causes modulation. Hence after 90 d ao(r) may go U, , .- Measurement
period, r0 = 1/2 hour. Micro-stepper set once/week. Future plans: Prefer to use the best of primar,

standards and decrease the steering time. Accuracy of C8's 8 and 4 expected to be about the same as
Cs2, i.e., 1.5 X 10- 14.

M. Granveaud, LPTF

Are the Independent Atomic Time Scales Worth of Interest?

International atomic time references are available to the time/frequency community and to the
potential users. They are computed by the BIPM time section according to three forms: coordinated
as UTC, free as EAL - available upon request - and worldwide scientific reference as TAI. End
1987, 13 laboratories compute their own independent atomic time scales which are published in the
BIH/BIPM circular. Some of them are based on the same stability concept as EAL; others are of the
TAI type.

From the user's point of view, it is worth wondering if these local independent time scales have
specific qualities with respect to the international references.

It is intended to point out this problem.

Notes: Cir. T. 39 UTC(k) + 11 TA (lab) + 4 TA (country). TAI less stable than TA(PTB,

long-term (80 d to 320 d). APL H-maser same stability as TAI. TAI time-link noise

ov(r = 10d) 1.9 x 10- 14. TA(labs) tend to be better than TAI r < 20d. TAI better than most

TA (labs) at 20 d <
- r < 440 d. TA(PTB) better than TAI r > 440 d.

A. Shenhar, W. Litman, INPL; A. Lepek, A. Citrinovitch, Time and Frequency

Limited; D.W. Allan, T.K. Peppler, NIST

Israel's New Synchronized Time Scale, UTC(INPL)

Notes: 'UTC(INPL): a near real time software clock". 15 day filter on (A 2x 2) with ro = 24
hours-to alias away diurnal variation. Perform interpolated weighting for any point between. Paper

scale performed much better than single clock which has been UTC(INPL).

C. Thomas, BIPM

Long-Term Stability of the International Atomic Time

TAI is a weighted average time scale based on the readings of an ensemble of about 180 atomic
clocks. Improving its very long term stability needs to have the optimal mode of prediction for the
rate of the operating clocks, especially when changes of weights occur. Various studies tend to prove
that relatively long samples (two months) and the choice of what is called "linear prediction" are the
best suitable for that purpose. In particular, trying to modelize the seasonal variation of TAI or
tempting to include a longer past for the clocks seem to be unavailing.
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Notes: Predicted frequency equal to a linear combination of five past two- month frequency samples
+a-5 = 0.1, a-4 small, a-2 < 0, a- 1 = 0.3 concluded to continue using one-step linear

prediction. Weight limit changed to 1000 from 200 for TAL Compute u(5,2mo) and infer u(6,2mo)

assuming RWFM then test if Ay > 3a(6, 2)mo to turn the weight to zero). 141 (24 clocks) are at
1000, which implies 6 aTA((6,2mo) = 4 x 10-15.

M. Weiss, D.W. Allan, and T.K. Peppler, NIST

A Study of the NBS Time Scale Algorithm

Since 1968 the NBS time scale algorithm has been generating a clock which is theoretically better
than any of the individual clocks in its ensemble. In the last few years, thanks to the Global
Positioning System, we have been able to measure the time difference between the NBS time scale
algorithm and the other time standards around the world. We are able to study long term stability
of the order of years, and short term stability of the order of days. We now have estimated fractional
frequency stabilities for averaging time out to a year of 1 x 10- 14. This paper studies the behavior of
the algorithm from a theoretical point of view, characterizing its performance.

Notes: Defining frequency steps is difficult but very important. 3a reject yields a factor of 2
improvement in or(r = 1/2 yr) which implies you could get by with 1/4 the number of clocks from a
statistical point of view. Redundancy and reliability are separate issues from stability. 2o, reject yields
factor of 4 improvement, which would imply 1/16 the number of clocks.

D.W. Allan, M.A. Weiss, and T.K. Peppler, NIST

In Search of the Best Clock

Because of the increased need for better clock performance than is currently available, this paper
addresses some fundamental questions regarding clock metrology. Heretofore, most work has
focussed on improving the clocks to meet the increased need. Though this is fundamental, we will
show that significant gains are also available through the algorithms (computational methods for
optimally combining the information) which process the readings of the clocks and through
international comparisons now available via satellite. Proper algorithms for processing seem to be
more important than the proportionate attention generally given them. In fact, to date, the only
way we have been able to investigate some of the outstanding time predictability in long)term of the
millisecond pulsar, PSR 1937+21, is by using -ach optimization algorithms.

D.W. Allan, NIST

In Search of the Best Clock, An Update

Because of the increased need for better clock performance than is currently available, this paper
addresses some fundamental questions regarding clock metrology. Heretofore, most work has
focussed on improving the clocks to meet the increased need. Though this is fundamental, we will
show that significant gains are also available through the algorithms (computational methods for
optimally combining the information) which process the readings of the clocks and through
international comparisons now available via satellite. Proper algorithms for processing seem to be
more important than the proportionate attention generally given them. In fact, to date, the only
way we have been able to investigate some of the outstanding time predictability in long)term of the

millisecond pulsar, PSR 1937+21, is by using such optimization algorithms.
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J.A. Barnes, Austron, Inc.

An Adaptive Algorithm to Evaluate Clock Performance in Real Time

ARIMA Models and Kalman filters allow one to evaluate noises in clocks and oscillators and to
forecast clock performance into the future with known confidence intervals. The coefficients used in
an ARIMA model (as in Kalman filters) are normally estimated before the clock has been put into
service. The parameter estimation procedures often minimize a variance function of many variables
which can require significant "number crunching" capabilities. This batch mode of operations can
give poor results, especially if the parameters are not absolutely constant in time (i.e., an imperfect
physical model). It is possible to quantify the model parameters recursively, in real time, even while
the system is running. Of course, the issue is the cost measured in terms of reduced system
performance. The evaluation of system performance was accomplished using simulation techniques.
The models considered were white noise PM, white FM, random)walk FM, and linear frequency drift
(aging) in some realistic combination in a conventional application of ARIMA analysis (i.e., batch
mode). The same data sets were used to evaluate the real time (recursive) analysis techniques. Only
a single pass through the data was allowed as a simulation of the real time analysis. The parameter
estimators were based on the fact that the ARIMA model corresponding to the noise types noted
above is the ARIMA(0,2,2,) model. In typical ARIMA analyses, the raw data are processed by trial
inverse filters to find those coefficients which minimize the variance of the residuals. In the real)time
analysis the correlation coefficients for lags 1 and 2 of the inverse filtered data go to zero when the
estimated MA coefficients (inverse filter) approach the "real" coefficients respectively. At each time
point estimates of the first two auto correlation coefficients are taken as input to two first order
servos which independently control each of the two estimated MA parameters. As the system runs,
the MA parameter estimates improve )) they are not constant. The comparison of the batch and
real)time modes was based on forecast applications, NOT the variances in the MA parameters
themselves since the MA parameters are only one source of uncertainty. In the very long term, the
errors due to inaccuracies of the MA parameters become insignificant relative to the normal forecast
errors (assuming the models are good). Parameter errors are only transient problems for the
real)time analysis.

Wei Guo, Song Jin)An, Shaanxi Astronomical Observatory

Characteristic Analysis of Clock Noise: A Dynamic Model

Power spectral density and autocorrelation function are two indispensable aspects to describe a
stochastic signal, in frequency domain and time domain respectively. Of course, the fluctuations of
clock time can be treated as a kind of stochastic signal. However, there is an inevitable difficulty in
the widely used model-power law model-about this signal, it is merely in frequency domain and
does not result in time domain; Atomic time scale algorithm designing depends mainly on the
characteristics of the time fluctuations, so the usage of the power law model is limited quite in such
field. In fact, some models relating to the time scale algorithm, such as polynomial model and
ARIMA model, do not take the advantage of the power law model. All of these are concerned with
the defect of the power law model itself: because of the nonstationarity of the noise,
Wiener-Khintchine relations are untenable and R,(r) diverges. To counter this question, a dynamic
model is introduced in this paper. From this dynamic model, a set of autocorrelation functions is
obtained. With the aid of such results, it can be seen that the quantities of stability characterization
in time domain (e.g., Allan variance) depend on the stationarity of the statistic. On other hand, a
Kalman filter is derived with such model. This filter can be used as a optima! estimator for the clock
states (phase and frequency) as well as a predictor of frequency and time. As a comparison, time
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predictions of the difference between two commercial cesium clocks are carried out with Kalman
model, ARIMA model and quadratics model respectively. It is indicated that Kalman model is
superior to the others, especially in prediction multi)step ahead. Also, the relation between the noise
covariance matrix and the power law parameters is presented in this paper.

We! Guo, Song Jin)An, Shaanxi Astronomical Observatory

The Measurement Error of Quadratic Polynomial Parameter in Atomic Clock

Clock Quadratic polynomial is a simplified model in time scale algorithm. The least square method
has been used to estimate the quadratics parameters (i.e., a,b and c) all along. When LS is used, it
is assumed actually that the noise in the model is white and the conventional error formulae for
white noise are used to estimate the accuracy of the measurement. However, facts show that the
parameters measured by LS are quite instable and the errors are far beyond the range given by the
conventional formulae. A detailed analysis about this question is presented in this paper according
to the dynamic model. A new set of error formulae are derived. By these new formulae, it is
indicated that the measurement error of parameter a and b increased with sample number N under
the nonstationary noise, and even though the error of parameter c can be decreased by increasing N,
the error is much greater than the one obtained under the white noise. Such conclusions are verified
by computer simulations.

In recent years Kalman filter method has appeared in the field of frequency and time. This result
shows clearly that it is reasonable to describe a clock with dynamical variable (i.e., phase, frequency
and drift). In fact, clock itself is a dynamic system. It is why a dynamic model is introduced. In this
paper, a Kalman filter is derived according to the dynamic model. This filter can be used as a
optimal estimator for the clock states (phase and frequency) as well as a predictor of frequency and
time. As a comparison, time predictions of the difference between two commercial cesium clocks are
carried out with Kalman model, ARIMA model and quadratics model respectively. It is indicated
that Kalman model is superior to the others, especially in multiple steps prediction.

Notes: Kalman gives better prediction error than ARIMA? (Appears to have used a non opt. model
for ARIMA, used a (1,2,1) model).

B. Guinot, BIPM

Time Scales Established in Retrospect

Notes: TTBIPM (post analysis) Vondrak method used in astronomy '69, modified by Guinot. Yields
weighting according to the Fourier components of the clock. PRB Cs 1 ends up being predominant in
the long)term. Annual term is assumed to be in EAL or TAI and not in Csl and is subtracted to
generate TTBIPMXX.

A. Gifford, NRL; F. Varnum, Falcon AFS

The NRL Hydrogen Maser Ensemble and a GPS Time Steer Experiment

The Naval Research Laboratory (NRL) has developed and is installing a Clock Ensemble in the
Master Control Station (MCS) of the Global Position System (GPS) at the Consolidated Space
Operational Command (CSOC), FALCON AFS, Colorado Springs, CO. This system is described,
current performance data are presented, and several methods of integrating the NRL ensemble with
GPS are outlined. One method which uses the current steering mechanism of GPS is described in
detail. The current method of estimating GPS clock states and steering those states to UTC(USNO)
is reviewed.
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J. Levine, D.W. Allan, NIST

The Steering of a Real-Time Clock to UTC(NBS) to UTC

We describe the procedures that we use to define UTC(NBS) and to steer it towards UTC(BIPM)
using an averaging process with a time constant of about 1 year. In addition, we describe the
hardware and software that is used to steer a physical clock so that its output realizes UTC(NBS) in
real time. The method uses a micro)stepper whose frequency offset is updated 5 times per hour by
the time scale computer. The corrections applied to the micro)stepper yield a physical tick whose
average offset from UTC(NBS) is less than 0.5 nanoseconds. The algorithm can cope with various
fault conditions and can also provide remote notification of a fault.

M.A. Weiss, NIST

The Design of Kalman Smoothers for Global Positioning System Data

Measurements of clocks aboard Global Positioning System (GPS) satellites as well as GPS system
time are made many times per day at time standards laboratories around the world according to a
tracking schedule issued by the Bureau International des Poids et Mesures (International Bureau of
Weights and Measures). We use common view differences of these data as input to a Kalman
smoother. Biases in measurements repeated one per sidereal day produce apparent diurnal effects in
the data. A composite time and frequency Kalman estimator is used here. This allows frequency
updates of clocks at time intervals less than one day while aliasing diurnal variations, and updating
time once per day.

Notes: F + T Kalman smoothed. Diurnal variations in global GPS data. Use frequency estimate

once per sidereal day for each SV and daily average of all SV times for F + T Kalman updates.
Eliminate diurnal variation and allows an estimate of SV + GPS clock stability for 1/2 day and 1/4
day r values.

P.A. Clements, JPL; B.P. Gibbs, J.S. Vandergraft, Computational Engineering Inc.

Stable Kalman Filters for Processing Clock Measurement Data

Kalman filters have been used, for some time, to process clock measurement data. Due to
instabilities in the standard Kalman filter algorithms, the results can be unreliable requiring manual
intervention of the data, the models, or the filter to obtain reasonable estimates. During the past
several years stable forms of the Kalman filter have been developed, implemented, and used in many
diverse applications. These algorithms, while algebraically equivalent to the standard Kalman filter,
exhibit excellent numerical properties. Two of these stable algorithms, the UD filter and the Square
Root Information Filter (SRIF) have been implemented to replace the standard Kalman filter used
to process data from the Jet Propulsion Laboratory's Deep Space Network's (DSN) Hydrogen Maser
clocks. The clocks are located at the DSN tracking complexes located in California, Australia and
Spain. The data are time offsets between the clocks in the DSN, the timescale at the National
Bureau of Standards and two geographically intermediate clocks. The measurements are made using
the GPS navigation satellites in mutual view between clocks. The filter programs allow the user to
easily modify the clock models, the GPS satellite dependent biases, and the random noise levels in
order to compare different modeling assumptions.

The results of this study, to be presented in this paper, show the usefulness of such software in
developing accurate models. Moreover, the results demonstrate that the new filter algorithms are
indeed stable, efficient, and flexible. They provide reliable tools for obtaining better estimates of
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time, frequency and drift than do current methods. The talk will include a brief overview of these
stable filters.

Notes: To avoid instabilities that can occur in Kalman filters, tested UD filter and SRIF modification
of Kalman filter approach. UD seems to avoid instabilities and agrees well with 10 day averages.
New approach will make system automatic in estimating T/F of masers in Spain, CA, and Australia
(DSN tracking sites). With respect to UTC(NBS) to a few nanoseconds and a few parts in 1014.
SRIF is more reliable, but with increased compute time. Since that is not a problem, may use SRIF.

B. Guinot, BIPM

Importance and Limitation of the Algorithms for Time Scales

The frequency prediction in usual algorithms is based on frequency samples not referred to an ideal
time scale, but to the scale to which the clocks contribute. This is a severe limitation. In particular,
if there are no changes of the clock ensemble, no changes of the weights and if the same predictive
filter is applied to all clocks, the prediction is absolutely useless. We have tried to overcome this
difficulty. However, if one wishes to optimize the stability over a sampling time tau, that requires
that the time scale be issued after a delay tau.

M. Mnackri, LPTF; C. Thomas, BIPM

A Comparative Study of Two Procedures for Generating

Ensemble Time: Kalman Filters and Weighted Averages

Different algorithms are being used in construction of local atomic time scales. They are based upon
different statistical models; It is often difficult to make "a posteriori" comparison between algorithms
results; so, it could be worth of interest to compare time scale algorithms through "a priori"
assumptions and computational parameters. Availability of sets of data and time sampling of clock
readings are of prime importance in a time scale algorithm.

Notes: A study of Kalman filter approach was performed and it was shown that ALGOS is a special
form. The Kalman gives a weighting according to two stochastic parameters. (White FM r, / 2 , and
random walk FM r /2 for orv(r). ALGOS weights the clocks according to random walk FM because r

= 60 days.

D. Percival, APL for USNO

Comparison of Two U.S.N.O. Time Scalp Algorithms

Notes: Poisson distr of Ay steps gives reasonable or(r) diagrams.

Current algorithm

Key points: a) manual procedure, b) smoothing algorithm, c) equal weights for all clocks.

Robust Alg A 2 z = (t(i) - O(i)et-l(i)

ARIMA (0,2,1)

Estimate i+ = zt(O) Weight is constant out to 2a, then linear decay to 4' to a.

Need 186 days to characterize, nezt 186 to test. Took 80 hrs. to run 20 repetitions.
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Real data non normal (heavier task)-more energy in the tails.

rmin - 2 weeks

1 dB improvement

Conclusion: robust simpler, clock modeling question

S.R. Stein, Ball Aerospace (funded by NRL)

Kalman Ensembling Algorithm: Aiding Sources Approach

Notes: NBS(A Ti) is steady state Kalman but is 'performing better because of difference in weighting
functions'.

Advantages of modified Kalman approach:

a) Estimates states of measurables

b) Weights explicitly account for correlations between each clock and ensemble

c) Covariance matrix is bounded

d) Used robust statistical rejection

Tested with simulation and real data for CSOC clocks

Simulated white FM clock and R. W. FM clock

Output U,(r) reflected white FM level well and long-term within -, 3 dB of best clock.
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QUESTIONS AND ANSWERS

DAVID ALLAN, NIST: Let me say that we have produced copies of the proceeding for
those people that want them. The attendees received them, but we have produced extras.
Order forms are available.

JIM SEMLER, INTERSTATE ELECTRONICS: First of all, a general comment regarding
Kalman filters. Before I got into time and frequency I worked very closely with some
engineers regarding navigation filters. The one thing that we found more than anything
else is that you have to have an extremely accurate model. The quality of the model
is really the limiting force on how well you can use the Kalman approach to solve your
problems. Now I have a quick question regarding the Israeli time ensemble. How are they
doing their time steering, were they using a microstepper?

MR. ALLAN: What was shown on the plot was simply a computer software output. Even-
tually they plan to have a microstepper, but at the moment it is just a software value. All
I can say to your comment about the Kalman filter and the model is "amen." That is an
extremely important point.

SAM WARD, BENDIX/JPL: The steering that you do is fine, but we would like to know
the magnitude of the steering and the period over which it would be done so that we don't
over-model it.

MR. ALLAN: That is reported every month and sent to you.

MR. WARD: The other problem that we have to deal with is sometimes, for some projects,
we need to find syntonization data in near real time. With the means that we have been
using for the simulated or pseudo-simultaneous view, we have been relying on your data
base, the GE data base and some of the others. Whenever those data bases go down or
there is a communications problem, then we are left high and dry. We would like to have
suggestions as to how to get even with just the spacecraft versus our stations data. That
is one way for us to get it quicker.

MR. ALLAN: You raise a very good question. A couple of thoughts that I would have
is that assuming that the GPS satellites mature and assuming that we are going to have
some access to the satellites in the future, we will see the GPS clock improve and hence it
will become an independent flywheel reference. That will be very useful to the community.
I think that will happen with time. The other thing is that the SV clocks themselves can
be used independently of the GPS time. They have very respectable stabilities. We could
talk to you about how to use them on an independent basis and that might also provide a
flywheel for you as an independent reference should you lose contact with the ground tie.
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RESULTS OF A NEW TEST OF RELATIVITY*
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Clifford M. Will
McDonnell Center for the Space Sciences

Department of Physics, Washington University
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Abstract

A modernized version of the classical Michelson-Morley experiment has recently
been performed. The purpose of the experiment was to test the constancy of the
velocity of light over a long baseline with light propagated one-way instead of back-
and-forth. This was performed with instrumentation of the National Aeronautics
and Space Administration Deep Space Network (DSN). In particular, measurements
were made of the phases of two hydrogen maser frequency standards separated by
29 kilometers by propagating a laser signal over a highly stable fiberoptics cable.
Presented are the results obtained for measurements performed continuously during
a full rotation of the Earth.

I. INTRODUCTION

Recent developments in the time and frequency technology used by the National Aeronautics and
Space Administration Deep Space Network (DSN) have made it possible to compare precisely the
phase and frequency of atomic standards separated by several kilometers. In particular, a highly
stable fiberoptics network has been installed at the Goldstone Deep Space Communications Complex.
A principle advantage of this system lies in the fact that a fiberoptics cable can provide a much more
stable propagation path than conventional coaxial cable, microwave link, or waveguides. Because of
this attribute, along with high bandwidth, a primary function of the network is to support connected
element interferometry for spacecraft navigation and astrometry [1]. Nevertheless, it became clear
that the system could also be applied to a possible test of relativity. The test concerns the isotropy
of the velocity of light.

Most experiments to test the isotropy of the velocity of light have involved propagation in a
closed path over limited spacetime separations, the classical example being the Michelson-Morley
experiment ([21,[3],[4]). Because the signal is propagated back-and-forth, two-way experiments are
possibly limited, for example, in the sense that it is the isotropy of the average velocity that is tested.
There have been attempts recently to test precisely the isotropy of the one-way velocity of light;

*Supported by the President's Fund of the California Institute of Technology and by the National Aeronautics and
Space Administration [NAS 7-918].
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i.e., the velocity of light propagated in a single direction instead of back-and-forth ([5],[6]). However,
these experiments did not test the isotropy by propagating a signal one-way between two synchronized
clocks. The technology now available at Goldstone has made it possible to perform a precise test of
the isotropy of the one-way velocity of light by this approach over larger spacetime separations than
has been previously accessible.

The general concept of the experiment was discussed at the previous PTTI meeting [7]. Basically,
a fiberoptics cable spanning a distance of 29 kilometers can be used to compare a hydrogen maser at
Deep Space Station (DSS) 13 with another hydrogen maser at DSS 14 (see Figure [1]). The cable is
buried five feet underground, which helps to maintain a constant and uniform temperature along its
entire length, thus minimizing unwanted temperature-dependent cable delays. The relative phases of
the 100 MHz output frequency of the separated masers can be measured directly and recorded as a
function of time. It can be seen from Figure 1 that the cable provides a propagation path that is mainly
along the North-South direction. Nevertheless, the cable spans a distance of about 10 kilometers in
the East-West direction. It is this projection of the path in the East-West direction which is most
relevant to the experiment, because the orientation of this direction changes with respect to the stars
as the Earth rotates in space.

The possible effect of an anistropy in the speed of light on the phase measurements can be modeled
at a simple level by considering

c = co + 8(r) (1)

where co is the average value of the speed of light, or perhaps the value that is determined from
laboratory measurements (i.e., co = 299,792,458 m/sec) [8], while 8c(r) represents a generalized
perturbation which could vary with time (r) as the Earth rotates in space. To lowest order, this leads

to a phase variation of magnitude

f(L )Ic(() (2)

Co Co

where f = 100 MHz and L is the baseline pertaining to the possible anisotropy and the geometry
of the experiment. Taking I = 10 kilometers yields in units of degrees

4(r')I = 1.2 x 1061'c(r)I (3)
co

According to special relativity, 80(r) should be zero for all r. Our goal is to test as precisely as
possible the validity of this prediction under the particular conditions of the experiment. A more
detailed discussion of the theory underlying a possible anisotropy in the one-way velocity of light is
beyond the scope of this report.

For the past year, preparations have been underway to perform continuous phase measurements
over several rotations of the Earth. A few tests were performed during this time to evaluate the
performance of the system and to determine what improvements needed to be made. Just two weeks
before this PTTI meeeting, we were able to successfully run the experiment continuously for nearly
five days. In the remainder of this report, we will discuss how the experiment was performed and

consider the results of a preliminary analysis of the data that was obtained. The instrumentation and
the procedures used in the experiment are described in Section 11. Presented in Section III are the
results of the preliminary data analysis. Concluding remarks are made in Section IV.
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II. INSTRUMENTATION AND PROCEDURE

Illustrated in Figure 2 is the instrumentation that was used to perform the phase measurements.
Identical instrumentation was used at each site. The 100 MHz output frequency of the masers was
split into two signals. One signal was fed directly into one channel of a Hewlett-Packard 8753A
Network Analyzer. The other signal was fed into a fiberoptics laser transmitter, which used the
signal to modulate the optical carrier along the fiber. This modulation was detected at the far end
of the fiber with a fiberoptics receiver, the output of which was fed into the second channel of the
network analyzer at that end. The network analyzers measured the relative signal phase between the
two channels. Although the fiberoptics cable contains several single-mode optical fibers, a single fiber
only was used in the experiment. Because the 100 MHz modulations from each maser were propagated
one-way simultaneously in both directions along the same fiber, isolators were required to separate
the received and transmitted signals.

In performing the experiment, the relative signal phases between the two masers was measured
once every ten seconds continuously for nearly five days and was recorded as a function of time. The
observations began on November 12, 1988 at 20:00:00 (UTC) and ended on November 17, 1988 at
17:30:14 (UTC). An IBM personal computer was used at each site to control the network analyzer
and to automate the collection of the data. Simultaneous phase measurements were performed at
each site in order to provide the capability to difference the data, which would remove common-mode
errors, such as due to maser frequency fluctuations or residual temperature-dependent delays along
the optical fiber.

III. PRELIMINARY DATA ANALYSIS

In order to reduce the large volume of data that was generated and to filter unwanted high frequency
signatures, the data has been sampled at 1000 second intervals. Plotted in Figure 3 is the resulting
phase record obtained at DSS 13 only. (A similar plot results from the data obtained at DSS 14
only.) The linear drift in the phase is due to the slight offset in frequency between the two masers.
A record of this frequency offset can be obtained by differencing successive phase measurements and
dividing by the associated time interval, the results of which have been plotted in Figure 4. It can
be seen that the frequency offset is about 57 x 10-6 Hz. Most noticable is a sinusoidal modulation in
the frequency offset whose cause we are trying to determine but which appears to be associated with
the instrumentation. Also apparent in Figure 4 is an anomalous excursion in the offset starting after
about 88 hours.

If we consider only the first three days of data, then we can at least model the bias and drift in
the maser offset according to

Af = Ao + Ait (4)

where A0 represents the bias and A, represents the drift rate. A least-squares fit to this first three
days of the frequency record yields A0 = 56.566 x 10 - 6 Hz and A 1 = 1.55 x 10" Hz/sec. Because
phase is related to frequency according to do f dt, the effect on the phase measurements is given by

AO Aot + IAit 2  (5)
2

After the phase measurements are calibrated according to equation (5), the linear drift is removed
and finer structure in the phase record becomes apparent, which can be seen in Figure 5. Most
apparent is the unexplained sinusoidal variation seen in Figure 4. It should be noted, however, that
the phase variations over 24 hours are as small as 10 degrees.
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If both the calibrated phase records from DSS 13 and DSS 14 are differenced to remove common-
mode errors, then there results the plot in Figure 6. A sinusoidal variation is seen to persist. Never-
theless, it can be seen that the phase variations over 24 hours are again as small as 10 degrees.

IV. CONCLUSION

A preliminary analysis of the data has revealed some systematic effects which appear to be instrumental
in origin and therefore need to be corrected. Our future plans are to account for these effects so that
we may see what phase fluctuations remain and to perform a more detailed data analysis. For now,
the data suggests that the remaining phase variations are probably limited to less than 10 degrees over
24 hour periods. From equation (3), a limit of 60 < 10 degrees would imply a limit of (L) < 10- 1. It
should be possible to improve upon this limit by at least an order of magnitude.
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QUESTIONS AND ANSWERS

DR. GERNOT WINKLER, USNO: Which masers did you use in the two stations?

MR. KRISHER: We used an SAO maser at station 14 and the station 13 maser was built
at JPL.

DR. WINKLER: Do they have automatic cavity lock?

MR. KRISHER: No, they free-run.

DR. WINKLER: If I figure correctly, that is almost one part in ten to the fourteenth change,
isn't it?

MR. KRISHER: That is correct.

DAVID ALLAN, NIST: One of the things that you are going to have to do is evaluate the
differential diurnal variation in the masers, because that is the component that you are
looking for. The other question is what is the best previous value of the one-way anisotropy
in the speed of light? You have 8 times ten to the minus six, what is the previous value?

MR. KRISHER: Laboratory experiments give a limit of one part in ten to the ninth.
However, one point that I would like to make about our experiment is that it is very
simple, probably the simplest way to make this experiment. Laboratory experiments try
to infer a limit from some sort of atomic frequency measurements or comparing frequency
offsets in wave-guides or something of this nature. Here we are trying to measure directly
the advance in phase of a signal propagated over the base-line.
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ABSTRACT

A status report is presented for a time transfer experiment which
compares the times of flight in the east-west and west-east directions
of short pulses of light sent from a laser coupled to the 48-inch
telescope at the NASA Goddard Optical Research Facility to the U.S.
Naval Observatory and reflected back over the same path. The times
t and t when each light pulse leaves GORF and returns are measured1 3

with an event timer referenced to a hydrogen maser. The time t when2

the pulse is reflected at USNO is measured with a portable event timer
and maser combination carried in a heated and air-conditioned truck.
Each maser is maintained in a temperature-controlled environment. The
portable maser enclosure is supported by pneumatic shock and vibration
suppression mounts. The quantity

AT = t 1 1
2 2 1 3 2 2 1 3 2

is determined. The apparatus is calibrated by performing corresponding
measurements with the portable detector at GORF in the same equipment
configuration used at USNO while also monitoring the phase difference
between the masers.

The central question to be answered by the experiment is whether
the Einstein prescription for the synchronization of clocks with light
pulses occurs automatically (AT = 0) or must be imposed by convention
in the context of a theory (AT * 0). The necessary precision of 5 50
ps has not yet been achieved for the complete measurement although it
has been accomplished for clock trips and laser pulse detection on
separate occasions.
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INTRODUCTION

A fully successful theory of space, time, and gravity must be founded
upon actual experience with the behavior of clocks and the propagation of
light pulses in gravitational fields and in accelerated frames of reference.
The remarkable stability of current atomic clocks and the precision of short
pulse laser ranging and time transfer systems now allow new types of
experiments to be undertaken. These will allow the necessary experience to be
gained. Indeed, the originally astonishing predictions of special and general
relativity about the behavior of clocks in relative motion and experiencing
different gravitational potentials have become part of engineering practice,
as the PTTI community knows well. M] With these refined techniques the
foundations of curved spacetime theories of gravity can be probed and crucial
tests of alternative theories performed. Our comprehension and understanding
of the theories will surely benefit from actually doing such experiments.

The central role of clocks in the description of gravity as curved
spacetime -- Einstein's grand conc p -- is most appropriately expressed, in
the words of John Leighton Synge, as "Riemannian Spacetime Chronometry,"
rather than geometry. The spacetime interval with metric g Is given by

ds2 
= g dx dxo = g00 (dx°)' + 2 g oj dx dt + g ij dx i dxj (1)

where a repeated Greek index is summed 0 to 3, a repeated Latin index is
0 2 2 2

summed 1 to 3, and x - c t. For a clock ds = c dT , where dT is the
increment of "proper time" read by the clock between neighboring events which
occur at the position of the clock. In contrast, dt is the increment of
"coordinate time" between the same two neighboring events inferred by an
observer who could be in relative motion, or in a different location, with
respect to the clock. Another convention is that the "coordinate speed" of
light is to be given by setting ds2 = 0.

(31
In a 1982 PTTI paper describing time transfer experiments between the

NASA Goddard Optical Research Facility and the U.S. Naval Observatory using
short pulses of laser light, it wad noted that on the rotating earth the[4-61
metric usually ascribed to general relativity seems to predict an
asymmetry in the one-way speed of light between the east-west and west-east
directions, the fractional difference being ± v/c, where v is the surface
speed of the earth due to its rotation. For the latitude of Washington, DC, v-6
z 361 m/s and v/c - 1.2 x 10 , leading to a difference in propagation times
of 165 ps. It was suggested that this difference might be detected in future
experiments.

The importance and significance of actually performing such experiments
were recognized as a result of many clarifying discussions with Professor[71
Hiseyin Yilmaz about his new theory of space, time, and gravitation. This
is a fully developed curved spacetime alternative theory to that of Einstein.
(The differences between the new theory and general relativity are briefly
sketched at the end of this paper.) In the new theory of Yilmaz, if the
Einstein prescription for synchronization with light pulses is automatic, then
the theory predicts that the local speed of light is isotropic, even in an
accelerated frame of reference such as the surface of the rotating earth. If
the speed of light is not isotropic, it can be made so by an imposed Einstein

262



synchronization (for example, by physically resetting the distant clock), In
which case, however, the constancy of the velocity of light Is more like a
convention than a law. In other words, this experiment may resolve the old
unresolved controversy (Poincar6 vs. Einstein) as to whether the constancy of
the speed of light Is a convention or a law.

Several features of the experiment should be emphasized. We believe that
it is the first comparison of the one way speeds of light In different
directions along a path in which the time of arrival of the light pulse is
actually registered on a clock which has been slowly transported from one end

to the other of the pWi. Also, in contrast to the optical experiments of the
Michelson-Morle 1 type , the M6ssbauer gamma ray absorption experiments on a
rotating disk, and recent comparisons of two separated atomic clocks using
a continuous wave Jaer signal modulated at 100 MHz and propagated over a

fiber optics cable, 10 we work with short pulses involving the group velocity
and actual measurements of time rather than with waves Involving the phase
velocity and measurements of phase difference or frequency. Note also that we
do not physically adjust the transported clock in any way.

DESIGN OF EXPERIMENT

Test of the Einstein prescription.

According to the Einstein prescription in special relativity for the
synchronizatic, of two clocks using light pulses, if a pulse is sent out at
time t 1, reflected from a distant point at time t2 and received back at time

t 3, then t2 is to be identified with the midpoint in time between tI and t3,

t = 1 (t + t ) (2)
2 2 1 3

It is usually assumed that this relation is appropriate for all inertial
observers. Define the time difference

AT t 1 + t ) 1 Ht - t) - (t - t)1 (3)

2 2 1 3 2 2 1 3 2

The Einstein prescription implies that for all inertial observers AT = 0.
It follows that the times of light propagation between the two clocks are
equal. The object of the experiment is to determine whether the Einstein
prescription is also valid for accelerated observers on the rotating earth by
measuring the difference in times of light propagation in the east-west and
west-east directions from the readings of a stationary clock an(' a clock
transported from the stationary clock to a distant place.

Another way of viewing the experiment is as the comparison of two
different methods for the synchronization of two remote clocks: by the
transmission and reception of light signals and by the slow transport of an

atomic clock. Does the Einstein prescription from special relativity, which
assumes the speed of light is c both ways, occur automatically for local
measurements on the rotating earth (AT = 0) or must it be imposed by
convention in the context of a theory (AT * 0)?
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Fig. 1. Optical path across Washington.

Optical path.

In our experiment we send short pulses of green light from a laser
coupled to the 48-inch telescope at the NASA Goddard Optical Research Facility
in Greenbelt, MD) (longitude 760 49.'7, latitude 390 01.'3, elevation 42 m) to

a portable detector set up on the grounds of the U.S. Naval Observatory in

Washington, DC (longitude 770 04.'0, latitude 380 55.'3, elevation 78 m).
Although there is no direct line of sight, the optical path is made possible
by a 30-cm flat mirror on a water tower near GORF andl a 25-cm flat mirror on
top of the Washington National Cathedral near USNO. The cathedral can be
-een on the horizon from the water tower. There are three corner cubes
mounted on a support ring surrounding the detector. The corner cubes are of
the type used in the American Laser Ranging Retro-Reflectors ,2eft on the moon
by the Apollo 11, Apollo 14, and Apollo 15 astronauts. [11, Usually only
one of these is left uncovered and reflects the light pulses back over the
same path. The light travel time is 87.1 ps over a distance of 26.1 km, as

illustrated in Fig. 1. The east-west component is 20.6 km.

Measurements are made of the time t when a laser pulse leaves the
1

telescope and the time t when it returns using an event timer whose frequency
a

standard is a hydrogen maser kept in the telescope building at GORF. The
time t when it is reflected at USNO is measured with a second, portable event2

timer and hydrogen maser combination carried in a field laboratory truck owned
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Fig. 2. The 48-inch telescope at the NASA Goddard Optical Research Facility.

by tie Applied Physics Laboratory. Both masers and their environments are
mainained at controlled temperatures. The portable maser is protected from

shoc< and vibration by pneumatic support mounts. The t and t detectors are1 3

loc'ted on the laser table below the telescope. The t detector is set up on
2

a t:ipod next to the truck. A diagram illustrating the geometry of the

tellcope and laser is shown in Fig. 2.

Mirror alignment.

The mirrors used for the across-Washington optical link were installed in
198' for use in earlier laser time transfer tests and are illustrated in Ref.
[31 For this experiment a third mirror was installed on a tower about 100

met-rs from the GORY telescope for routine tests and local calibration. It is
shoin in Figures 3 and 4.

The water tower and cathedral mirrors must be aligned very precisely. A
small Edmund Scientific -ompany telescope modified with a retroreflector that
partially obscures the apertyre is used to sight in the forward and backward
directions simultaneously. [3 1  W n the water tower mirror is properly
aligned, the image of the cathedral appears inverted and superposed on top of
the image of the Goddard 48-inch telescope. Similarly, the cathedral mirror is

aligned to superpose the image of the location of the USNO t detector on top2

of the image of the water tower. luring a night when measurements are taken,
people must be dispatched to the water tower and cathedral in order to make
minor mirror adjustments caused by initial alignment errors, changing
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Fig. 3. Local calibration mirror on top of tower near telescope.

Fig. 4. Closeup view of local mirror.
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atmospheric conditions, and movement of the water tower. The activities at
the various locations are coordinated by means of a telephone conference call.
On a clear night the laser signal arriving at USNO is bright enough to project
its image on a screen and cast shadows of the detector package against the
side of the truck. Our experience has been that bright signals can be seen
easily when the visibility is 15 to 20 miles according to reports for
National, Dulles, and BWI airports. During much of the summer it was not
possible to establish the optical link because the visibility was only about 5
miles due to haze.

Effect of the atmosphere.

The Einstein prescription is essentially unaffected by the atmosphere.
Assume that the atmosphere introduces a delay At for the emitted pulse and a1

delay At for the received pulse. The Einstein prescription becomes3

t 1 [ t - At ) + (t + At )]
2 2 1 1 3 3

1 (t + t ) + -(At -At) (4)
= 2 1 3 2 3 1

The atmospheric delays in the second term are each about 26 ns but they nearly
cancel since the paths are nearly the same. (Of course, atmospheric delays do
affect measurements of range, where they are additive.) Since we are
measuring differences in the times of propagation, each set of pulse times is
independent. It is known that fluctuations in the atmosphere occur over
intervals on the order of 1 ms or more, whereas the round trip time for a
single pulse is about 174 ps.

Clock registration times.

The times t , t2, and t are ideal times that do not account for

detector rise times, cable delays, event timer processing times, and other
systematic errors. We must also account for the changing relative phase
between the masers. In thV experiment our actual measurements are the
"registration times" t t , and t recorded by the electronic timing1' 2 3

equipment and atomic clocks instead of the ideal times. The ideal time of
each event is related to the registration time by

t = t - At - At (5)
DEL PHASE

where AtDEL is the total delay time comprising the rise times, cable delays,

and processing times, At is the clock phase difference including clockPHASE

drifts, synchronization errors, and relativistic effects due to clock
transport. Substituting the relation given by Eq. (5) for times represented
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in Eq. (3) we obtain

• 1
AT = AT - [At - 2 (At + AtD)] - At (6)

DEL2 2 DELI DEL3 PHASE2

where we assume the reference clock for relative phase comparisons is the
stationary clock and

AT* t (- * + t ).(7)
2 2 1 3

The quantity AT is the quantity we measure in the experiment.

A critical feature in the design of the experiment is that the entire
timekeeping apparatus for the t measurement is a portable, self-contained2

system. This permits us to perform local calibration measurements at GORF In
exactly the same configuration of equipment as the measurements made at USNO.
The instrumental delay times are unknowable. However, assuming that
environmental factors do not cause significant shifts, they remain constant
and can be eliminated by the local calibration measurements. The phase
difference is determined independently during the optical calibration.

Measurement procedure and analysis.

In each experiment exercise we first perform a series of optical
calibration measurements of tI, t2, and t3 at GORF using the local mirror3I
while the phase difference between the masers is monitored. Next the t2 event

timer, maser, and detector are transported to USNO and the measurements are
repeated using the across-Washington optical link. While at USNO the phase of
the portable maser is compared against the USNO maser master reference.
Finally, the equipment is brought back to GORF and the local calibration
measurements are repeated. The procedure is summarized in a schematic diagram
in Fig. 5. Figure 6 shows the truck and detector at GORF and Fig. 7 shows the
position in front of Building 1 at USNO.

The optical measurements of t , t2 , and t are merged on a computer for
1' 3

all laser pulses for which a complete set is o~tain~d. The matching Qrogram
produces distributions for the differences t 3 t - t and t 2 t - t31 3 1 21 2 1

Then we calculate

AT = t - - t (8)
21 2 31

We can rearrange Eq. (6) in the form

AT 1 (At + AtEL)] + AtPASE2 (9)
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ASSUME AT O DETERMINE AT
TELESCOPE--I 

ds
2 

dxd'

2 2

ET2ETI I ET I

TRANSPORT
IX OF ATOMIC

CLOCK WITH I
MASER GORF jAIA MASER I REAIITC & MASER IuSNOIIUSNOIIRELATIVISTIC

OI AIAAMIGA STI
5 ERBTEC I 6 CORRECTIONS I6 ERSTE MASER

L- ------ - L - -_ /
APL TRUCK ,/ APL TRUCK /

AT 2 -- (t 1 + 3)

Fig. 5. Schematic diagram of experiment.

For the local measurements at GORF we assume AT = 0. The second term is

constant for all measurements. The variation in AT measured optically should
thus track the variation in At measured by the maser phase comparison.

PHASE2

Relativistic corrections must be applied to the t measurements due to
2

the velocity and change in elevation of the truck. During a trip the velocity

of the truck is measured continuously on a strip chart recorder and

annotations of location are made at various points along the route. The

maximum truck speed is 65 km/h (40 mph). The elevation of USNO is 36 m higher
than GORY. Each trip requires about one hour to drive from GORY to USNO, two
or three hours of dwell time, and one hour to return. The relativistic

corrections for the entire trip are on the order of - 10 ps for velocity and
+ 14 ps per hour of dwell time for elevation. There may also be a relativistic

correction due to the earth's rotation. Part of this investigation entails

clarification of the nature of this correction.

If the Einstein prescription is valid on the rotating earth, optical
measurements of AT made at USNO should agree with values obtained by
interpolation of the calibration measurements after appropriate relativistic

corrections are applied to t to account for the transportation of the atomic
2

clock. Since the configuration of equipment remains the same, a discrepancy
between the measured and interpolated values of AT would imply a nonzero
value for the quantity AT of Eq. (2). For an asymmetry In the coordinate

speed of light, as discussed in the INTRODUCTION, the difference in

propagation coordinate times is 2 v d/c 2 z 165 ps where d is the east-west
distance between the ends of the light path at GORF and USNO and v is the
surface velocity, according to a possible interpretation of general
relativity. This is developed explicitly in Eq. (19) below.

269



Fig. 6. Truck and detector at GORF with water tower visible on the horizon
as seen from the calibration mirror tower.

III d iI

Fig. 7. Truck parked at USNO during a maser comparison test.
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DESCRIPTION OF EQUIPMENT

Laser and detectors.

The light pulses are generated by a Q-switched, mode-locked, neodymium
YAG laser with two amplifiers. The fundamental infrared wavelength 1064 nm is
converted to be green at 532 nm by frequency doubling. The pulse width is 70
± 10 ps. The output energy in the green is 15 ± 2 mJ per pulse and the
repetition rate is 10 Hz. The t detector is a PIN diode sensitive to infrared1

wavelengths with 50 ps rise time. The diode is placed after the oscillator
but before the amplifiers and frequency doubler. The t detector is a3

Hamamatsu R2809U microchannel plate photomultiplier tube with a rise time of
150 ps and a transit time spread of 55 ps. The output of the microchannel
plate tube is attenuated by 7 dB and then amplified by two Mini Circuits
ZFL-2000 2-GHz amplifiers for a net gain of 36 dB. The t and t signals are1 3

fed into two channels of a Tennelec 455 constant fraction discriminator
modified to discriminate on the fast rise times and are recorded by two
channels of the event timer, respectively. The measurements are stored on a
PDP-11/73 computer. The t detector is an RCA C30902E avalanche photodiode2

operating in the avalanche mode with a rise time of less than 500 ps. The
diode is cooled to - 65 °C with dry ice and produces an output of 150 mV by
itself. The signal is fed directly into a Tennelec 453 constant fraction
discriminator and measured by one channel of the portable event timer carried
in the APL truck. The data are store on an Amiga personal computer.

Masers.

The masers that we are using in this experiment are Sigma Tau masers 5
and 6 on loan to us from the National Radio Astronomy Observatory near
Socorro, NM. Maser 5 is used as the stationary maser at GORF and maser 6 is
used as the portable maser in the APL truck. These masers are part of a group
of ten, model VLBA-112, being constructed for NRAO by Harry Peters and his
associates [13] at the Sigma Tau Standards Corporation and are shown in Fig. 8.
We have measured their relative phase to have a root Allan variance of about 2
X 10 at 3 hours. The performance of these two masers is consistent with
characteristics reported by T.K. Tucker in his evaluation of masers 2 and
3. Masers 5 and 6, however, ',ave the additional feature of a servo loop
that compensates for changes in the z-component of the magnetic field of the
environment.

In earlier measurements during the summer of 1988 we used Peters maser
ST1 provided by the Applied Physics Laboratory through the courtesy of JPL and
an APL-designed NR-series maser on loan from the NASA Crustal Dynamics Project
and the Bendix Field Engineering Corporation. The JPL Peters maser was also
used last year in the APL truck for time transfer experiments between the USNO
and APL to test the feasibility of making precision t[i comparisons using a
carefully packaged hydrogen maser as a portable clock.

The relative phase of the 5-MHz ouLpts of masers 5 and 6 is measured at
GORF using an Erbtec Engineering Co. double mixing -ystem and an HP 9826
computer lent to us by the Naval Research Laboratory ano the U.S. Naval
Observatory. Maser 6 is compared with the USNO maser standard during an
optical measurement with another Erbtec system when at USNO.
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Fig. 8. Masers 5 and 6 at Sigma Tau Standards Corporation.

Event timers.

The two event timers used in this experiment are dual frequency, dual
channel event timers designed and constructed in thequntum Electronics Group
of the University of Maryland Department of Physics. Each event timer can
measure the epoch of events to a precision of 20 ps on two different channels.
With its Z-80 microprocessor system, the event timer serves as a time of day
clock and as a range gate system operated under external computer control.
The event timer contains a Z-EO microprocessor system with 60 K of ROM and 2 K
of RAM memory and may operate with other computers via an RS-232 serial port
or IEEE 488 -Arallel bus (GPIB).

The event timer uses dual frequency verniers developed by Hewlett Packard
for their HP5370 time interval meter. Figure 9 illustrates the principle of
operation. One of the dual frequencies, Fl, is produced by a 200-MHz tunable
crystal oscillator which is synchronized to a 5- or 10-MHz output of a
hydrogen maser. The Fl oscillator runs continuously to drive a 26 bit
synchronous countev, which is the time generator. The time generator has
exactly 50 000 000 states so it repeats every quarter second. The second of
the dual frequencies, F2, is produced by a restartable delay line oscillator
which is adjusted by other circuits to operate at 199.221 7899 MHz
(abbreviated 199' MHz) and is derived from Fl by the equation Fl - F2 =

F2/256. Thus for every 256 cycles of F2 there are exactly 257 cycles of Fl.
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The event to be timed stops, then restarts the F2 oscillation, which is
counted by a 9-bit A counter from the point of restart. Constantly monitoring
the two frequencies is a D type flip flop phase comparator which looks for a
special point of closest coincidence of the rising edges of the two voltage
waveforms. When this coincidence point is found the A counter is stopped and
a B latch system freezes and then stores the state of the synchronous counter
time generator. From the contents of the A and B regis.ers the epoch of the
event can be computed to within a quarter second interval.

Vernier action occurs because the period of Fl and F2 differ by 19.53125
ps. Theoretically, any coincidence point can be used to compute the epoch. For
the Nth coincidence point,

event
= (B + 257 N) x 5 ns - (A + 256 N) x (257/256) x 5 ns]epoch

= (B - A) x 5 ns - A x (5/256) ns

= (B - A) x 5 ns - A x 19.53125 ps . (10)

The resolution of the event timer for a single event is thus approximately 20
ps.

Portable maser vehicle.

The APL truck is equipped with heating and air conditioning and has a
gasoline-powered generator capable of supplying 10 kW of power for mobile
operation. Between trips the truck is parked next to the telescope bu'' ing
and is connected to the building electrical power. The power to the portable
maser and event timer is supplied via uninterruptible power supplies which
provide continuous power during switchover from house to generator power and
remove all vehicle electrical transients, spikes, and frequency variations.

The portable maser is housed within a highly insulated enclosure which is
supported by pneumatic shock arnd vibration isolation mounts. Air is drawn
in through a duct and is maintained at a controlled temperature. The
enclosure is loaded onto a set of rails using a forklift and rolled into the
truck, as shown in Fig. 10. When the enclosure is in place the supports are
pressurized and the rails are removed. Once loaded, the maser is kept in the
truck at all times. The arrangement of the maser within the insulated
enclosure is shown in Fig. 11.

The truck speed is measurod with a Stewart-Warner "sender" unit attached
to the speedometer cable that produces a square watve signal whose frequency is
proportional to the vehicle !,peed. Fhis frequency is converted to a dc
voltage and is measured by a ;t' ip chart recorder'. This system has replaced a
mechanically driven generator attachled to the dr'ive shaft used in earlier

measurements.
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Fig. 10. Maser enclosure being loaded into APL truck.

Temperature control.

The temperature of the air entering each maser enclosure is maintained by
a resistive heater controlled by a proportional, integral, derivative (PID)
microprocessor that measures the temperature with a 100-ohm RTD sensor and
provides a 4 - 20 mA control current to a zero-crossing power regulator. The
temperatures are monitored by arrays of thermistors whose resistances are

ureu )oy an LIP 3421A Data Acquisition/Control Unit 7cn with an HP 71

calculator. Similarly, the truck interior and maser room of the telescope
building are also temperature controlled. Ddring periods of limited access,
the truck and room temperatures are maintained at 23 0C within a few tenths of
a degree and the maser enclosures are maintained at 24 (C within about one
tenth of a degree. Four controllers and power regulator- are thus in operation
to regulate the temperatures of the two masers arid their environments. We
have found that the Shimaden SR-22 controller performs very well for this
purpose. These controllers have an auto-tune feature that am' .natically
performs a temperature cycle and selects the appropriate parameters for the
system.



Fig. 11. Maser 6 inside temperature-controlled enclosure.

We have taken care to select coaxial cables with low temperature
sensitivity and to minimize the'.- lengths so as to eliminate the effect of

environmental temperature fluctuations on the measurements. We have replaced
our original RG223 cables, with a sensitivity on the order of 200 ppm/ 0 C,
with expansion-compensated cables having copper conductor and foam dielectric,

Cablewave Systems FLC 12-50J, which have a temperature coefficient of about 10

ppm/ 0C. Also, we have minimized the lengths of the cables. During the
summer we performed the t measurements from the dome on top of the Time

2

Services Building at USNO where the original optical link was established.
This location required running cables over the roof to the truck below. In

order to account for possible fluctuations in delay caused by changes in

temperature, we made measurements on two channels with cables of different
length and determined 'heir difference. In order to eliminate, rather than
correct for, the problem we have redirected the cathedral mirror to a point in
front of USNO Building 1 where2 the cathedral bell tower can be seen from
ground level. We are now able to set up the t detector next to the parked

truck with cables short enough to ignore the temperature change.

Remote comparison of masers.

Besides the Erbtec double mixing systems used to compare maser 6 with
maser 5 at GORF and maser 6 with the USNO master maser, we have set up a
double mixing system to compare m;ise r 5 directly with the USNO maser by means
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of a TV signal link. The technique is siilar to that originally used by
Claude Audouin and his colleagues in Paris The carrier signal of station
WTTG, Channel 5, in Washington uses a cesium clock as a reference. This

standard was set up several years ago by USNO engineers In cooperation with
WTTG in order to use the technique to compare masr:z between USNO and the
Naval Research Laboratory. The 77.240 MHz carrier is mixed with a 77.242 250
MHz signal synthesized at the USNO with their maser. The resulting 2.250 kHz
beat note is sent to GORF over a dedicated telephone line. At GORE another
77.242 250 MHz signal is synthesized from the 5 MHz of maser 5. The phase
between the GORF-derived 2.250 kHz signal is measured with respect to the

USNO-derived 2.250 kHz signal using a linear phase-comparator. The resolution
is equivalent to between 50 and 100 ps between masers. The output voltage is
recorded on a strip chart and stored by the HP 3421A Data Acquisition/Control
Unit for future study. By combining the frequency offset of maser 6 with
respect to the USNO maser during an across-Washington optical measurement with
the frequency offset of maser 5 with respect to the USNO maser obtained via
the TV link, we can draw an inference about the relative phases of masers 5
and 6 even while they are separated. These data are used to estimate the
effects of transportation on the frequency of maser 6 and to interpolate the
phase data acquired with the Erbtec system during calibration measurements at
GORE.

PRELIMINARY RESULTS

We have been able to obtain clock closures for a round trip of under 50

ps after allowing for the measured rate difference between masers 5 and 6
before and after the trip and applying relativity corrections for speed and
elevation difference. The optical measurements during calibration follow the
clock phase difference determined by the independent phase comparison. The
precision of timing of the 70 ps pulses of laser light has been observed to be
as low as 30 ps (standard deviation of the mean).

We need to achieve these performances for both clocks and optical

detection simultaneously for a number of clock trips so that we can measure AT
to within less than 50 ps in order to test for a possible asymmetry in the
speed of light with respect to the rotating earth. Many improvements are
being made as this investigation continues.

DISCUSSION OF THEORY

Only the briefest impressions will be given here.

As mentioned in the INTRODUCTION, for a clock the metric coefficients g P

of Eq. (1) are intended to relate the increment d of the clock's own time --
usually called its proper time -- between two neighboring events on the
clock's path and the spacetime coordinate increments dxi (equal, for example,
to c dt, dx, dy, and dz) between the same two events as inferred by some
observer according to his space and time coordinate system. In general, the
metric coefficients are functions of' the four spacetime coordinates x1. There
are ten independent components because of the symmetry g U = g .- In this

discussion we adopt a sign convention with signature (+ - -
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It should be the task of the field equations of a curved spacetime theory
of gravitation to provide solutions for the appropriate g which describe a

given physical situation. Einstein has written,

My equation is like a house with two wings. The left hand side is
made of fine marble but the right hand side is of perishable wood.

His field equation is

RI R 8 n1 GTRu - gR - T (11)
4 AV

c

where R is the Ricci tensor constructed from a nonlinear combination of the
lip

g A and their first and second derivatives, R is the scalar curvature, T A is

the stress energy tensor for matter, and G is the Newtonian gravitational
constant. Equation (11) represents ten equations (for A, v = 0,1,2,3 with
symmetry) to be solved for the g P in terms of the xP .

In the new theory of Yilmaz [7] the left hand si-ie of the field equation
is kept the same but the right hand side is changed to include the
stress-energy tensor t of the gravitational field,

RI R 8n G (T + t ) (12)A 2blpc4 pu AV

The field equations apparently become more complicated but their solution
becomes easier. The general solution is of the form of an exponential,

g = {in exp[2 (o - 2 )]}P (13)

where L
V , a generalized gravitational field satisfying a wave equation

with matter sources, and 0 = 4 N . In the low velocity limit for the motion of

the sources, when the retardation effects of field propagation can be ignored,
the g become exponential functions of the familiar Newtonian potential 0.

The symbol n represents the Minkowski metric coefficients.

The new theory successfully treats all of the classical tests of general
relativity at the first order of accuracy but differs from general relativity
in its second order predictions. The new theory handles many important
problems extremely effectively, in part because of the simple exponential
aependence of the metric coefficients on the Newtonian N-body potential in the
limit discussed above. These include the problem of N interacting masses (our
solar system, for example) and the calculation of gravitational radiation.
For these reasons the theory of Yilmaz has been called "Deputy General
Relativity" by Professor John Wheeler. 181
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There seem to be kinematic differences In the metrics for rotating
systems given by the two theories. For a disk rotatin with angular velocity
w the metric of general relativity usually given, combined with a term
"added by hand" representing the gravitational potential, is

= 1 - ( - ) i)
2 /c

2 
+ 2 01c 2

goj c (wxr j (14)

°ij Ij

so that for a coordinate system whose z-axis coincides with the axis of
rotation,

22 2 2 2 2 2 r2 r2 2 2

ds2 
= (1 - W r /c + 2 /c 2 ) C dt 2  2 w r do dt - r dO2 

- dr2  (15)

where r and 0 are the polar coordinates with respect to the center of the
disk. These metric components without the addition of the gravitational
potential arise from the metric of flat spacetime with the transformation r 4

r, 0 - 0 - w t, t - t, thereby preserving the flat spacetime. It can be
shown, however, that this combined form of the metric follows from an
iterative solution of the Einstein field equations for a rotating

frame of reference.
191

If E$. (15) is applied to light propagation on the rotating earth by
setting ds = 0, one obtains a quadratic equation for dt. Assuming dr = 0 and

2neglecting 0/c , the solution is

dt r do (16)

For the outgoing (east to west) pulse do is negative and do = -Idol. To
obtain a positive time we choose the minus sign and obtain

At r IAOl dEW c + w r C + v

where d is the east-west distance and v is the speed of the earth's surface.
For the reflected (west to east) pulse do is positive so we choose the

positive sign and obtain

At - Aol - d (18)

WE C - w r c - V

From this point of view, the coordinate time difference is

r2

At - At 2 wrIAOI 2 v d (19)
EW WE 2 2 2 2

C-7 r C
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The apparent coordinate speed of light is c + v going west and c - v going
east. It Is not clear whether we should actually observe this difference,
however, since the metric of Eq. (15) seems to assume that the observer is
located at the center of rotation.

The solution for the metric on a rotating disk in the limit discussed
above of the Yilmaz theory is

ds2 = [1 - W2 (r - r 2)/c2 + 2 ( - €0)/c2 C2 dt2

-) - 2 2 2 2
- 2 w Ir r do dt - r dO - dr (20)

4In this expression r denotes the position of the observer on the disk with0

respect to the center and € is the gravitational potential at the observer.
4 4For a local measurement r Z r and 0 o and the solution for the light

2propagation equation ds = 0 is

dtdr + (21)

This metric has a nonzero spacetime curvature, even without the gravitational
potential term 0 - €o" This can be traced to the very strong principle of

equivalence among inertial mass, passive gravitational mass, and active
gravitational mass in the new theory. 7j

Another approach to the study of the appropriate metric for a rotating
system is based on a generalization of the Lorentz transformation for an
accelerated, rotating frame of reference. This approach has been pursued by
the second author and yields the following metric for an observer at any point
on the rotating disk:

0 = (1 + i c - 4 4 2 2 2

g _ 1 (t × (22)90j c (WXP)(2

gij - 6..

4.

where p is measured from the origin of coordinates on the earth's surface and
is the acceleration of the origin due to its circular motion. With this

metric the relativistic effects on light propagation and the atomic clock
transport due to the earth's rotation are negligible because of the small
value of p. However, the atomic clock must still be corrected for speed and
elevation effects.
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The purely inertial part of this metric is exact and is obtained by
applying to the flat spacetime Minkowski metric a coordinate transformation
that represents a generalizat[io of the Lorentz transformation for an
accelerated, rotating observer. In general, 0 may represent any linear
acceleration of the origin as measured in the observer's own rest frame. It
may be shown that the combined metric with inertial terms and gravitational
term above, together with higher order gravitational and mixed
gravitational-inertial terms neglected here, may be derived from an iterative
solution of Einstein's field equation using the method of Ref. [19].

We realize that our discussion of the theory is inadequate, given the
importance of the subject. We hope that our experimental measurements will
help to clarify the conceptual foundations by giving further operational
significance to the distinction between coordinate and proper times. We
intend to discuss the completed measurements more thoroughly in this context
in a later publication.
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QUESTIONS AND ANSWERS

DR. GERNOT WINKLER, USNO: Actually, I have a comment. I would like to emphasize
your remark that there is a dispute about the interpretation of the Sagnac Effect on the
basis of General Relativity. It is not uniformly understood. I think that the least that one
can expect from an experiment like this is that is to settle that kind of a dispute.

DR. ALLEY: I am not sure that these disputes will get settled, but I think that it may
help to clarify the situation.
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ABSTRACT

The velocity distributions of the optically pumped Cs

frequency standard are measured using the rf pulse excitation

method. The results are shifted toward higher beam velocity

than the Maxwellian distribution and suggest a dependence on

vacuum pressure. The velocity distribution is not sensitive to

the laser power for pumping and detection, if the power is more

than a few mW. The second-order Doppler shift was estimated as

A f=- 3. 1± 0. 1 mHz.

I. INTRODUCTION

The National Research Laboratory of Metrology is developing

an optically pumped cesium frequency standardill that is expected

to improve remarkably the accuracy of the standard. For the ac-
curacy evaluation of a primary laboratory type standard, it is
very important. to know the velocity distribution of' the atomic

beam. The second-order Doppler shift. is est. imated by measuring
the velocity distribution using the pulse xit. ion method12 .

When we denote the length between the two mi crowave cavi ties

1, and the interval of pulse period T, only the atoms with

velocity v=L/T contribute to the Ramsey resonancee signal. We ap-

pl ied aI long pulse method which is suitable for laboratory type

long tubes. The long pulse means t.> I/v, where I is t.he length of'

the single cavity section, and t, is the microwave pulse durat, ion.
If' the phase di f'ferorre botween the two mi crowave cay it. i .s i s

zero, the Ramsey resonane, s igna I is gi yen by
P 0c sin 2 2bT • e()s 2 ( T/2), (1)

where r = I/v, =2 7c ( v - v o) and ) is proportional t.o the square

root of' the m ircrowavc power. When we ma i nta i n 2b r = 71 2 t)y coH-
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trolling the microwave power, the amplitude of the Ramsey
resonance signal S can be written as

S c (t/T). A v- p (v), (2)
where p (v) is the velocity distribution function and A v is the

velocity window given by A v = (l/L + t/T). v.

If we also keep t/T= const., we can easily obtain
p (v) S- T. (3)

This paper presents the results of the velocity distribution

measurements and the estimation of the second-order Doppler shift

of the optically pumped standard.

2. MEASURING SYSTEM

Figure 1 shows a block diagram of the automated velocity

distribution measurement system. The pumping laser is stabi-
lized to the F=4- F'=4 component in the D2 line while the detec-
tion laser is stabilized to the F=4- F'=5 component. Both laser
lights are a polarized. The cross sections of the laser beams
are about 2 mm X 4 mm. Our apparatus has L of 0. 96 m and I of
0.01 m. The C-field strength is 7.9 A/m and the effective cross
section of the Cs atomic beam is 3.2 mm X 3.2 mm. The beam is re-
versible for the correction of cavity phase difference. The ovens
were normally operated at 110 *C. The room temperature was main-
tained at 23± 1 'C.

In Fig. 1, the microwave power from the gunn diode oscillator
is chopped into a pulse width t and a period T using a pulse gen-
erator and a PIN-diode modulator, and it is provided to the Ram-
sey cavity. We set at t/T=1/10. Although the velocity window is
not so narrow, its influence on the estimation of the second-
order Doppler shift is less than 1% 13].

The microwave power level is also adjusted using step at-
tenuators. The signal from the tube's detector is amplified and
measured with a digital voltmeter. This output is fed to a per-
sonal computer, thus the frequencies of the peak and valley of

Ramsey resonance are automatically searched by the computer and
the peak-to-valley amplitude is calculated.

3. EXPERIMENTAL RESULTS

Figure 2 shows the typioal velocity distributions in both

beam directions obtained by the experiments. The frequency stand-
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ards in the NRLM are placed in an east(E)- west(W) direction for

effective magnetic shielding from the earth. We then indicate

the atomic beam directions as E-*W or W-+E.

The second-order Doppler shift was calculated using

fo f p (v)sin2(2bl/v)dv
Af= --- (4)

2c 2 001/v 2 p (v)sin2(2bl/v)dv

where fo is the resonance frequency.

At the optimum microwave power, b was found to be 20.8 krad/s ex-
perimentally. Then the second-order Doppler shift from the

velocity distribution was calculated as

A f=-- 3. 1± 0. i mHz. (5)
The difference of the second-order Doppler shifts in both beam

directions was within 0. 1 mHz.

As we used cycling transition for detection, the velocity

distribution function should be expressed by the Maxwellian dis-

tribution as o vlexp(-mv2/2kE ), where m is the mass of a Cs

atom, k is the Boltzmann constant and ( is oven temperature in

K. The solid line in Fig. 2 shows the predicted distribution at
the oven temperature of 110 * . We can see the results are
shifted from the Maxwellian distribution. We supposed that it
might come from the scattering of lower velocity atoms by the
residual gas molecules in the vacuum chamber. We therefore took

some measurements at the different vacuum pressures. Figure 3
is the velocity distribution measured for the vacuum pressures

of IX 10- 5 Pa and 6X 10 5 Pa. The results show that the shifting

depends on the degree of vacuum. At the higher vacuum pressure,

the second-order Doppler shift at the optimum microwave power was

estimated as A f=- 3.4± 0. 1 mHz. As the vacuum pressure does not

change so much during the continuous operation, this influence

is negligible.

Figure 4 shows the velocity distributions in two different

oven temperatures; one is with a nominal temperature (I10 *C )

and the other is with a low temperature (83 "C) . We can recog-

nize that the difference between the experimental result and

theoretical prediction becomes smaller at. the temperature of

83 IC

We measured the velocity distributions in different laser
power conditions, because it, is considered that the laser power
would play a very important roll in the forming of* the velocit~y
distributions in the optically pumped atomice beam. Figure 5 shows
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the dependence of the laser power for pumping and detection.

When the pumping power is decreased to 40% (4 mW), there is no

change in the velocity distribution and signal intensity. When

the detection laser power is decreased to 40% (1.4 mW), the sig-

nal intensity decreases to 30% . However the velocity distribu-

tion does not depend on detection laser power. These are very

important results for the measurement of the velocity-dependent

frequency shifts.

As optically pumped Cs frequency standard have generally

broad velocity distributions, we expected to encounter the second

sub-harmonic signal. However the effect on the velocity distribu-

tion was smaller than we expected. We have not observed the ef-

fect of it yet.

4. CONCLUSIONS

We drew the following conclusions:

(1) Velocity distributions are shifted toward higher velocity

than the Maxwellian distribution, the shifts depend on the
vacuum pressure and become smaller at lower oven

temperature.

(2) The velocity distribution is not. sensitive to the laser

power for pumping and detection, if the power is more than

a few mW.

(3) The second-order Doppler shift at the optimum microwave

power was estimated to be A f=- 3. 1± 0. 1 mHz.
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SUMMARY

We present a simple method for measuring the acceleration sensitivity of
quartz resonators. This method utilizes readily available electronic components
and the voltage-frequency effect in doubly-rotated cuts, or a simple V-O for
singly-rotated cuts, to determine both phase and magnitude information. The
method is based on monitoring vibration-induced FM sidebands of an oscillator
with a spectrum analyzer while applying acceleration compensation. An op amp
circuit with reversible polarity is used to supply a compensation signal which
is proportional to an accelerometer output. Since the goal is to observe a
reduction or increase in FM sideband magnitude, the phase and magnitude
requirements of the conpensation circuit are less than that required for high
level conpensat ion.

Examples will be given of the method. Typical reductions or enhancements
of 6 to 20db can be seen easily and are sufficient to establish the absolute
phase (sign) of each gamma vector component. Data is presented to show that
acceleration sensitivities of iE-10/g can be :easured with confidence.

INTRODUCT ION

The acceleration sensitivity of quartz resonators arises from the stresses
caused by the mass of the resonator blank reacting against the resonator
mounting structure during acceleration. A common method of representing the
acceleration sensitivity is by the gamma vector, made up of the frequency shifts
observed for unit acceleration in three orthogonal axesl]. Typical numbers for
the components of the gamma vector range from low E-9/g to mid-E-10/g. The
acceleration-induced frequency response of a resonator is then the dot product
of the gamma vector and the applied acceleration. In research and development,
a measurement technique for the gamma vector is required for a wide range of
frequencies, resonator configurations, and overtone operation. Often
measurements must be done on unsealed devices: the Q will typically be lower,
and the resistance higher, than under ideal, sealed conditions. Many
situations require knowing both the magnitude and the direction of the gamma
vector. These include anticipation of using various compensation techniques
such as opposed-pair comrpensation, accelerometer feedback compensation, and
spring/mass compensating systems[Il]. Also, when applying theories
regarding the acceleration performance of a device, a full description of
the gamma vector is needed.
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Measurement techniques commonly used have a number of disadvantages which
make them less than ideal in R & D environments. A method commonly used is
observing, with a spectrum analyzer, the FM sidebands generated by sinusoidal
acceleration of the crystal under test[2]. With this method, one is able to
obtain the magnitude, but not the phase, of the gamma vector. Another common
method is FM demodulation[3]. This technique requires virtually noise free
demodulation circuitry to detect sensitivities as low as IE-10/g. The voltage
controlled oscillators used in such circuitry usually have a small frequency
range over which they are useful. Retooling for crystals of varying frequencies
can become time consuming and expensive. Another method which is used is the
2-g tip-over test. Because of the small frequency shifts involved, an extremely
stable temperature environment and a high resolution counter is necessary to
obtain useful results for crystals with low sensitivities. However, the 2-g
tip-over test does provide the sign (phase) of the gamma vector. The reader is
referred to Filler's tutorial on acceleration effects on crystals(l] for more
details.

Errors can occur in the measurement of small gamma components in the low
E-10/g to high E-ll/g range. The errors are related to cable reactance
modulation due to vibration of power cables and signal cables passing to and
from the shaker table. The problem was observed in varying degrees for all the
different methods tried in this work.

Presented here is a versatile method of determining both the magnitude and
direction of the gamma vector for crystals with a broad range of frequencies.
The equipment used is readily available laboratory equipment. Cable modulation
effects are addressed.

THEDRETICAL BASIS

When a crystal is under vibration, its resonant frequency is shifted due to
stresses induced by the interaction of the resonator blank and its mounting
structure. The frequency shift dfa is proportional to the acceleration. The
frequency/voltage effect of an SC cut crystal (or other doubly rotated crystals)
also results in a shift of the resonant frequency (dfv)[4]. If the applied
voltage and the acceleration are correlated such that dfv and dfa are equal in
magnitude but opposite in sign, an apparent decrease in the g-sensitivity of the
device can be observed. This effect has been used previously by Rosatti and
Filler as a conpensation technique[5].

In the case of singly-rotated quartz cuts, such as the AT-cut, that do not
have a voltage-frequency effect, a voltage controlled phase shift network may be
used to modulate the frequency of oscillation.

As discussed recently[6], the phase relationship between the acceleration
and the applied compensation signal must be accurately controlled near 1800 to
achieve conpensation. Figure 9 shows a theoretical plot of how much sideband
suppression can be accomplished for phases approaching 1800 as the ratio dfv/dfa
is varied. In order to observe a significant decrease in g-sensitivity, the
amplitude and phase of the compensating signal must match the amplitude and
phase of the acceleration effect of the device quite closely. Assuming precise
amplitude control, the phase of the compensating signal must match the phase of
the acceleration effect to within +/-5 degrees to achieve 20db sideband
reduction. We have found that 10-20 db is adequate to identify the phase of dfv
that reduces the acceleration-induced dfa sideband.
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Logically, if the quartz crystal is turned upside down, the gamma vector
component should be equal in magnitude and opposite in sign for the two
orientations. This has never occured in any experimnt we have tried when
dealing with gamma responses below 2E-10/g. We attribute this to the fact that
the cables passing to and from the shaker, no matter what test configuration is
used, are modulated by the vibration. The cable vibration sinusoidily detunes
the oscillator, to varying degrees, depending upon the test configuration and
the Q of the crystal or circuit under test. This creates an effect that adds
vectorially to the gamma vector being studied, and is therefore a source of
error. (In the configuration to be described this effect is repeatable, and on
the order of iE-10/g at 50 Hiz. The effect is much less significant at lower
frequencies. Nen testing the same crystal either in the setup described herein
or when shaking the complete oscillator circuit, some cable effects are
observed.)

The present experimental equipment and procedures are based on holding cable
effects constant and easuring the crystal both right side up and upside down.
Since the cable effects add primarily in-phase or out-of-phase with the
acceleration effect of the crystal, the algebraic average of the two readings is
approximately equal to the crystal effect, with the cable effect cancelling. In
other words, if df is the cable effect, and assuming it is additive to the dfa
in the +x directioS, it will be subtractive from the dfa measured in the -x
direction. The measured df is, thus

df(+x) = dfc + dfa [i]

df(-x) = dfc - dfa [2]

and the desired dfa is given by

dfa = [df(+x) - df(-x)]/2. [3]

EQUIPMENT USED

A block diagram of the test system is shown in Figure 1. The test
equipmnt used includes a LING 'lectronics Inc. model 203B shaker table driven
by a variable frequency audio oscillator and an audio amplifier. Attached to
the shaker is a fixture for mounting the crystal in any of 6 directions
(+/- XY, Z).

Figure 2 shows the crystal fixture. Rigid wiring is used inside the cube
to minimize motion during vibration. The cube can be turned over to test all
six axes. The cables running to the shaker are carefully fixed so that their
effects remain constant, allowing cancellation using Equation 3 above.

A Saunders & Associates 100HF CI neter was chosen as the oscillator circuit
in order to drive crystals with a broad range of frequencies and inpedances. It
is connected to the crystal through a pair of coaxial cables clanped at both
ends. Figure 2 shows a block diagram of the oscillator, cable, and filter used
with SC-cuts. Figure 3 shows the phase shift network used for AT-cuts. The
phase shift network can also be used with SC-cuts, but is not preferred because
of its susceptibility to power supply noise. The output of the oscillator is
observed on an HP3585A spectrum analyzer. High frequency crystals (greater than
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40 MHz) require a mixer with a relatively low noise reference oscillator
(HP3325A Frequency Synthesizer) to shift the signal to a frequency within the
operating range of the spectrum analyzer.

The compensation signal is obtained from an accelerometer mounted on the
fixture that holds the crystal. (The shaker table driving signal may also be
used for compensation as long as the phase requirements previously mentioned are
satisfied.) The signal is fed through a variable gain op-amp circuit with
switch selectable polarity and an option to apply a dc voltage. This op-amp
circuit is shown in Figure 5. The output of this circuit is fed back to the
crystal via the filter network of Figure 3 or the phase-shift network of
Figure 4.

MFASUREvENr PROCEDURE

The crystal under test is clamped in the cube, which provides for easy,
repeatable alignment of the crystal in any of 6 directions. The polarity of the
frequency shift effect of a crystal is determined by observing a slight shift in
frequency when a dc voltage is applied to either the crystal (doubly rotated
case) or the phase shift network. The device is then shaken at approximately
3gri s and the sideband amplitudes are measured using the spectrum analyzer.

The phase of the gamma vector in the axis of vibration is measured by
slowly increasing the level of compensation from zero while observing the
sideband amplitude. Referring to Figure 9, if the compensation signal is of the
correct phase to cancel the crystal's acceleration effect, the sideband
amplitude will first decrease, and then increase. The opposite phase will show
only an increase in sideband amplitude as shown in Figure 9 for 00 phase.
Switching the phase of the compensation without changing its amplitude will
result in a fairly large difference in the amplitude of the sideband peaks. By
correlating this information with the polarity of the accelerometer output
relative to the crystal acceleration, the magnitude and direction of the gamma
vector component can be uniquely determined.

The polarity of the voltage frequency effect reverses when a doubly rotated
crystal is turned upside down in our fixture because the pin polarity of the
crystal is reversed, while the polarity of the compensating circuit stays the
same. It is important to keep track of this! By referencing everything to the
dc shift test, one can keep the signs straight. If the cable capacitance effect
is predominant, the conpensation amnplifier circuit requires a polarity reversal
when the doubly rotated crystal is inverted. In contrast, when the crystal
acceleration effect predominates, no polarity reversal is needed because both
the acceleration effect and voltage effect in the crystal change sign. In
contrast, for crystals where the phase shift network is used, no polarity
reversal is needed when the cable capacitance effect predominates but polarity
reversal is needed when the crystal effect predominates as the crystal is
reversed.

Measurements are made for opposing directions. The true answer (if cable
effects are constant and in phase with the crystal acceleration effect) is found
by using Equation 3.
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RESULTS

Several shaker frequencies were used to verify that no structural
resonances occur in either the experimental fixturing or the crystal package.
No structural resonances are observed from 30 Hz to 200 Hz in our fixturing.

When measuring small gamma vector components, one can see some variation
with shaker frequency that we attribute to standing wave acoustic resonance in
the cables. Figure 6 shows results for a crystal with a low Q (in air), where
the cable modulation effects are larger than the acceleration effect in the
crystal. Note that one would measure an erroneously high gamma value if only
one orientation of the crystal was measured (either the open circles or filled
circles of Figure 6). Also, one would erroneously conclude that there was a
structural resonance. In fact, the true answer (x's in Figure 6) is
approximately -6E-ll/g (-4E-ll/g), as seen by using Equation 3 with the two
measurements at each s a er frequency.

Figure 7 shows a histogram of the gaimma vector components measured for a
group of 10 MHz, 3rd overtone, SC-cut, two-point mount crystals. Included in
Figure 7 are theoretical results obtained using finite element modeling to
calculate the stress in the quartz and the theoretical development of
Tiersten[7] to calculate the frequency shift. The theoretical methods will be
published later, but the comparison between the experimental average and the
theory is excellent.

As a demonstration of the present experimental techniques, the magnitude of
the full gamma vector is shown in Figure 8 before and after proprietary
treatment of four of the resonators of Figure 7. Note that all four devices
measure tightly around 2.7E-10/g or (i.9E-l0/g). This mans that the" ~~~~~~~rms. .- .Thsmastate
technique described herein can consistently measure components on the order of
IE-l0/g.

(C)NCUJS IONS

The method described for measuring the gama-vector of quartz crystal
resonators is quite practical in a research and development environment, and may
be applicable to production facilities as well. The method is able to detect
both the magnitude and phase of g-sensitivities less than iE-l0/g in crystals
having a variety of frequencies and designs. The measurenent procedure is rapid
and uses equipment readily available in most laboratories.
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FIGURE 1. Block diagram of the test system used to determine the

acceleration sensitivity of doubly-rotated quartz resonators. The spectrum

analyzer is used to measure the magnitude of the sensitivity vector.

Determining the polarity of compensation required for sideband suppression

yields the absolute sign of the acceleration sensitivity vector.
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FIGURE 2. Fixture for measuring the acceleration sensitivity of quartz
resonators. The crystal is secured in the cube, which can be rotated into

+/- XY, and Z orientations. The cube is secured to the mounting fixture by a
clamp (not shown). Cable effects are repeatable and do not change with cube
orientation.
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FIGURE 3. Typical filter network used with SC-cuts to isolate the oscillator
from the compensation circuitry. Actual conponent values will vary depending
on the crystal frequency and oscillator circuit used.
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FIGURE 4. Typical phase shift network used for measuring AT-cut crystals.
The varactor (SK332) reacts with the output resistance of the oscillator to
modulate the phase of the circuit. The series resistor is used to reduce the
sensitivity.
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FIGURE 5. Simplified schematic of the co")ensation amplifier showinq the
buffer and gain stages, amplitude control, and switching schemes for phase
reversal and D.C. voltage effect polarity checking.
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ACCELERATION SENSITIVITY vs SHAKER FREQUENCY

o 0 Z orientation

0 0 -Z orientation
2 -x ( z)-(-z)

_ 2

Giz
Ln C)
z
o_ 0
I--

,w 0 •i~oX X X
o X< X

ot 50 MHz crystals in air
(4-point mount)

S-2 I I I I

0 50 10Q 150 200

SHAKER FREQUENCY (Hz)

FIGURE 6. Measured acceleration sensitivity versus shaker table frequency
for a 50 MHz, 4-point mount, SC-cut crystal. The effects of the cables are
subtracted by measuring both + and - orientations for each axis. No)te that
once these cable effects are eliminated the measured acceleration sensitivity
is independent of frequency.
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FIGURE 7. Histogram of gairuna wmasured on each axis of 15 resonators (10 niz,
3rd, SC-cut, 2-point mount.) Average and standard deviation of wcasured
values are compared to analytically predicted values.
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IMPROVEMENT OF GAMMA VECTOR
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FIGURE 8. Inprovement of gamma vector by proprietary processing. Mean and
standard deviation of gaimma vector magnitude of 4 units (10 MHz, 3rd, SC-cut,
2-point mount) before and after processing.
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FIGURE 9. Maximum expected sideband suppression as a function of the
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NEW ION TRAP FOR FREQUENCY STANDARD
APPLICATIONS*

J. D. Prestage, G. J. Dick, and L. Maleki
California Institute of Technology

Jet Propulsion Laboratory
4800 Oak Grove Drive

Pasadena, California 91109

Abstract

We have designed and built a novel linear ion trap which permits storage of a large
number of ions with reduced susceptibility to the second order Doppler effect caused
by the RF confining fields. This new trap should store about 20 times the number of
ions as a conventional RF trap with no corresponding increase in second order Doppler
shift from the confining field. Other comparisons to standard RF ion traps will be
made.

Introduction

We have designed and constructed a hybrid RF/DC linear ion trap for use as a frequency standard.
This new trap has about 20 times the storage volume as a conventional RF trap with hyperbolic
electrodes with no corresponding increase in second order Doppler shift from the micro-motion induced
by the RF trapping fields. Alternatively, if loaded with 2.106 ions, the Doppler shift from the trapping
fields is reduced by a factor of 10 below comparably loaded hyperbolic traps.

Second Order Doppler Shift for Ions in an RF Trap

Figure 1 shows a conventional RF ion trap along with the applied voltages. The trapping forces are
generated by the driven motion of the ions (at frequency fl) in the inhomogeneous electric field created
by the trap electrodes[l]. Ions are trapped around the node point of the oscillating electric field at the
center of the trap for certain trap voltages, ionic masses, etc. The motion in each of three directions
for a single ion in an RF trap is characterized by two frequencies , the fast driving frequency 11 and
a slower secular frequency w. An exact solution to the equations of motion shows that frequencies
k • f2 ± w, k = 2, 3, ... are also present. However, in the limit w/l < 1 the w and fl ± w frequencies
dominate and the kinetic energy of a particle, averaged over one cycle of fl, separates into the kinetic
energy of the secular motion and the kinetic energy of the driven motion. The average kinetic energy
is transferred from the secular to the driven motion and back while the sum remains constant just as
a harmonic oscillator transfers energy from kinetic to potential and back. The second order Doppler
shift for a small and/or hot ion cloud, where interactions between ions are negligible is:

*This work represents the results of one phase of research carried out at the Jet Propulsion Laboratory, California
Institute of Technology, under contract sponsored by the National Aeronautics and Space Administration.
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Af 1<v > < total K.E. >
f 2 c2  mc 2

< secular K.E. + driven K.3. >
inC

2

< secular K.E. >
:m 2

3kBT

inC
2

where <> indicates a time average over one cycle of fl. We have also averaged over one cycle of W to
equate the secular and driven K.E. This is the same as a simple harmonic oscillator where the average
K.E. is equal to the average potential.

We now consider the case where many ions are contained in a trap and interactions between ions
dominate. In this cold cloud model[2] of the trapped ions displacements of individual ions from the
trap center is primarily due to electrostatic repulsion between the ions and random thermal motion
associated with temperature can be assumed to be small compared to driven motion due to the trap
fields. Such clouds will have a constant ion density out to the edge of the plasma where the density
falls off in a distance characterized by the Debye length[3]:

AD= kT- (1)

This cold cloud model should be useful provided the ion cloud size is large compared to the Debye
length. For room temperature Hg ions held in a trap with 50 kHz secular frequency the Debye length
is about 1/5 mm.

The trap shown in Figure 1 is described by a pseudo-potential energy[4]:

1 (mwp2p2 + mwz2z2), (2)

where:

2 2q 2 Vo2  2qUo-- W2 24 C (3)

and:

2 8q 2 Vo2  4qUo (4)
m 2 112C 4  mC 2

and c describes the trap size.
We assume that the DC and RF voltages are adjusted to make the trapping forces spherical so

that the ion cloud is a sphere containing N ions out to radius R8ph.

This pseudo-potential depicts trap forces as arising from a uniform "background" charge density
computed from Poisson's equation with the above pseudo-potential:

n0 3c w2  (5)

Trapped positive ions neutralize the negative background of charge, matching its density out to a
radius where the supply of ions is used up.
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The oscillating electric field which generates the trapping force grows linearly with distance from
the trap center. The corresponding amplitude of any ion's driven oscillation is proportional to the
strength of the driving field, i.e., also increasing linearly with the distance from the trap center. The
average square velocity of the driven motion for an ion at position (p,z) is:

< V2 > W 2p2 +4z 2). (6)

For a given trapping strength, reflected in force constant w, the density is fixed by eq (5) while the
radius of the spherical cloud is determined once the ion number N has been specified. The second order
Doppler shift due to the micro-motion is the spatial average of -(1/2)(<v2 >/c 2 ) over the spherical ion
cloud. Using eq (6) for the spatial variation of the micromotion:

Af I < p2 c2 (7)

3 w( R8ph)

10 c2

3 1 ( Nwq 2 2/3

10 c2 47r ,m) (9)

For typical operating conditions[2], N 2. 106 and w = (27r) - 50kHz, Af/f = 2. 10- 12. This
corresponds to a second order Doppler shift that is about 10 times higher than the shift for free '99 Hg
ions at room temperature, Af/f = 3kBT/2mc2 = 2. 10- 13.

For increased signal to noise in the measured atomic resonance used in frequency standard ap-
plications, it is desirable to have as many trapped ions as possible. However, as we have just seen
larger ion clouds have larger second order Doppler shifts.This frequency offset must be stabilized a
high degree in order to prevent degradation of long term performance.

To reduce this susceptibility to 2nd order Doppler shift we have designed and constructed a hybrid
RF/DC ion trap which replaces the single field node of the hyperbolic trap with a line of nodes. The
RF electrode structure producing this line of nodes of the RF field is shown in Figure 2. The ions are
trapped in the radial direction by the same RF trapping forces used in a conventional RF trap and
we assume a secular motion in that direction of frequency w. To prevent ions from escaping along the
axis of the trap DC biased "endcap" needle electrodes are mounted on each end. Unlike conventional
RF or Paul traps this linear trap will hold positive or negative ions but not both simultaneously.

Near the central axis of the trap we assume a quadrupolar RF electric field:

V (X' - y2) cos(nt) (10)
€ = 2R1 10

which gives the corresponding pseudopotential energy:

4R4mfJ2(Z+y) (11)

M-P (12)
2

Poisson's equation leads to a limiting charge density,

no = 2qw2  (13)
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for ions held in this linear trap, where:

2 2n2 . (14)

The motion induced by the RF trapping field is purely transverse and is given by:

< V2 >= w2p2. (15)

As before we average this quantity over the ion cloud to find the second order Doppler shift:

< > -(16)

f Utn 2 02  - 4c 2  (6

We have assumed for simplicity a cylindrical ion cloud of radius R, and length L. Equation (16)
can be written in terms of total ion number, N, and trap length, L,

) ( q2 N (17)

Aff tin 81rcomO) L '

We can compare the second order Doppler shift for the two traps assuming both hold the same
number of ions and that ions bound in both traps have the same secular frequency, w. The cloud radii
in the two traps then satisfy (1/2)R, L = Rph, giving:

( f) =i 3 L (A) h (18)

As more ions are added to the linear trap their average second order Doppler shift will increase.
It will equal that of the spherical ion cloud in the hyperbolic trap when:

Nu, L -- N8,h. (19)5 R ph

It should be repeated that these expressions are valid in the cold cloud limit, where the radius of
each of the clouds is large compared to the Debye length given in eq(1).

A linear trap can thus store (3/5)(L/Rph) times the ion number as a conventional RF trap with
no increase in average second order Doppler shift. For the trap we have built , L = 75 mm. Taking
R8 ph = 2.5 mm for 2. 106 199Hg+ ions[2] we see that our linear trap should hold about 18 times the
number of ions as that of Reference 2.

Construction of a Linear Ion Trap

We have built a linear trap consisting of 4 molybdenum rods equally spaced on an approximately 1 cm
radius. OFIC copper pins with dc bias are located at each end to confine ions in the axial direction
and are about 75 mm apart.

The input optical system which performs state selection and also determines which hyperfine state
the ions are in has been modified from the previous system[4]. The present system illuminates about
1/3 of the 75 mm long cylindrical ion cloud. An ion's room temperature thermal motion along the axis
of the trap will give an average round trip time of 1.4 msec, a value which is much smaller than any
optical pumping,interrogation or microwave resonance time. Thus, all the ions will be illuminated,
but with a lower average intensity.
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In order to operate within the Lambe-Dicke regime the 40.5 Ghz microwave resonance radiation
will be propagated perpendicular to the line of ions. The ions should then all feel phase variations of
this radiation which is less than ir so that the 1st order Doppler absorption in sidebands induced by
an ions motion will not degrade the 40.5 Ghz fundamental.

The optical axis of the fluorescence collection system is perpendicular to the axis of the input
optical system as in the previous system. There is one difference, however. In the hyperbolic trap
the collection has in its field of view the ion cloud and the semitransparent mesh of both endcap trap
electrodes. This mesh can scatter stray light into the collection system which will degrade the signal
to noise ratio in the clock resonance. This linear trap has no trap electrodes, mesh or otherwise, in its
field of view and, consequently, should have less detected stray light.

In summary, we have designed an constructed an ion trap which confines ions with a combination
of RF and DC electric fields. This trap has 15 to 20 times the ion storage volume as conventional RF
traps with no increase in second order Doppler shift from the trapping fields.
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Figure 1. A conventional hyperbolic RF ion trap. A node of the RF and DC fields is produced
at the origin of the coordinate system shown.

Figure 2. The RF electrodes for a linear ion trap. Not shown are the DC endcap needle electrodes
used to prevent the ions from escaping along the longitudinal axis. Ions will be trapped around
the line of nodes of the RF field with reduced susceptibility to second order Doppler frequency
shift.
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QUESTIONS AND ANSWERS

DAVID ALLAN, NIST: Can you remind us, from fundamental physical principles, what
you hope to get in stability and accuracy once you have achieved your goals?

DR. PRESTAGE: This will probably start out at one second below ten to the minus twelve.
One of the nice things about this concept is that we can scale this up to have many more
ions. We are down many orders of magnitude compared to a hydrogen maser in terms of
number of atoms or ions. One of the approaches to improve the mercury device is to get
better signal-to-noise. It is sort of feeble now, ten to the sixth ions is not a lot. If we
can get a factor of a hundred over that it will show up in the short term performance. We
then would also have very good accuracy, the best of cesium, say, and the best of hydrogen
masers. That is the goal.

DR. ED MATTISON, SAO: What does the cylindrical geometry do to your detection and
optics scheme? Does it make it considerably more complicated?

DR. PRESTAGE: We haven't done measurements yet, but it actually makes it simpler.
There are fewer scatterers in the field of view than there are in the present trap.

DR. MATTISON: Do you have to change your mirror and detector geometry to capture
the fluorescence from that cylindrical arrangement?

DR. PRESTAGE: Not really.

311/312



TIME and TEMPERATURE STABILITY of SILVER-COATED
CERAMICS for HYDROGEN MASER RESONANT CAVITIES

Edward M. Mattison and Robert F.C. Vessot
Smithsonian Astrophysical Observatory

Cambridge, Massachusetts 02178

ABSTRACT

We have investigated the dimensional stability, as a function of time and
temperature, of silver-coated glass-ceramics typical of those used in hydrogen
maser resonant cavities. The measurements show that (a) the stress in the
silver coating decreases with time at a rate proportional to the initial coating
stress, and (b) the variation in stress with temperature is proportional to the
initial stress, and decreases with time. Observations indicate that the coating
stress can be relieved by precooling the materials.

INTRODUCTION

Like many precision oscillators, the hydrogen maser is subject to long-term (>101
seconds) frequency drifts, generally assumed to be caused by systematic effects. Masers
built by the Smithsonian Astrophysical Observatory (SAO) have been observed to drift
toward higher frequencies beginning when they are built, the rate of drift decreasing over
periods of months to years. This behavior is believed to be due to a monotonic increase
in the resonance frequency of the maser's microwave cavity, which produces a proportional
variation in the maser's output frequency through the cavity pulling effect[I]. The cavity
frequency drifts are most likely caused by decrease in the cavity's size. (Cavity frequency
variations can also be caused by other effects, such as changes in the impedance or
reflectivity of external circuits coupled to the cavity.) The resonant cavity consists of a
cylindrical tube approximately 24 cm long and 28 cm in diameter, capped by two circular
endplates. It is made of a low-expansion glass-ceramic material (Cervit C-101) coated on its
inside with silver to form the conductive surface.

A substantial contribution toward the change in cavity size has been identified as
shrinkage of the joints between the cavity's cylinder and endplates. Similar shrinkage has
been observed in polished, optically contacted joints by Jacobs[21, who found that the length
decreased roughly exponentially with a characteristic time on the order of months.
Changing the cavity construction from ground to polished joint surfaces has reduced initial
frequency drifts substantially. Nevertheless, drift rates on the order of a part in 1015 per
day remain over periods of years, when joint shrinkage is expected to have become
negligible.

Another possible source of cavity frequency drift is change in cavity shape due to
relaxation of the mechanical stress in the silver coating. We knew that the coating is under
tensile stress at room temperature, bending the endplates concave toward the inside of the
cavity. The tensile stress results from the technique by which the silver is applied. The
silver coating material is sprayed onto the cavity surface and dried, after which the cavity is
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fired at 7000C and returned to room temperature over several hours. Oxides in the coating
material bond the silver to the substrate at high temperature. As the temperature decreases
the silver contracts, resulting in the concave endplate shape. Any decrease in the coating
stress would tend to flatten the endplates, shortening the cavity and raising its frequency.

To test this hypothesis we investigated the dimensional stability of silver-coated
samples of low-expansion ceramics over a period of six years. Early measurements[ 3]
yielded information on the initial thermal expansivity of the coated samples and on the
surface stress produced by grinding the ceramic materials. Here we report on the results of
the long-term observations.

EXPERIMENTAL TECHNIQUE

Samples of Cervit C-101 (Owens-Illinois Corp.), Zerodur (Schott Glass Corp.) and
ULE (Corning Glass Works) were ground to rectangular shapes, 4x.75x.25 inches
(10.2xl.gx0.6 cm). Both broad faces of each sample were polished flat, with enough
material removed to eliminate the surface stress caused by grinding. One face was then
reground to produce the surface texture found in maser cavities. This face was etched
with hydrofluoric acid to remove the grinding stress, as is done with maser cavities, and then
coated with silver (Engelhard type 421), using the spraying and heat treatment procedure
described above for maser cavities.

The stress in the finished silver coatings was determined from interferometric
measurements of the bending of the rectangular samples. Optical interferencc patterns
between the samples and a reference optical flat were created using a He-Ne laser
interferometer[4]. The fringe patterns were photographed, manually digitized, and analyzed
by a computer program[51 that fits a series of Zernike polynomials to the pattern. A three-
parameter fit was used, producing coefficients C1, C2 and C3. C1 and C2 are proportional to
the tilt of the sample, in two dimensions, relative to the reference flat, while C3 is
proportional to the sample's curvature, often referred to as "focus" in optics. As discussed
below, the curvature is proportional to the surface stress in the coating.

To determine the time variation of the coating stress, the effect of temperature must
be removed. The curvature was measured at several temperatures during each experiment
period. The 1981-82 measurements were made at 231C and 331C, with the temperature
measured by a mercury thermometer (resolution <0.50C). The 1988 measurements were
carried out at several temperatures between 23C and 510C, with the temperature measured
by a platinum resistance thermometer (precision <0.10C) and verified with a thermistor .
Between the measurement periods the samples were held at normal room temperature
(roughly 230C)
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RELATIONSHIP BETWEEN SAMPLE BENDING AND COATING STRESS

It can be shown16] that a thin rectangular beam coated on one side with a stressed
film will bend into a parabolic shape. The deflection y a distance z from the center of the
beam, with x measured along the beam's long axis, is given by

=[ar3(1 -v) AtfX

Heet5i tebamticnss iEs, t3f2 (1)

Here t, is the beam thickness, v is the Poisson's ratio of the substrate material, E. is the
substrate's Young's modulus, and tf and a are the thickness and internal stress of the film,
respectively. The criterion for a "thin" beam is that its length-to-thickness ratio L/t,
should be large compared to unity. For our samples, L/t 8 = 16, and this criterion is
reasonably well satisfied. As shown in the Appendix, a linear relationship exists between
the measured Zernike coefficient C3 and the coating stress:

2_ 3 ES (Lt)2 (2)
tf 3(1 -v) ro

For our samples t, = 0.635 cm and r, = 5.088 cm, giving (t,/ro)2 = 1.51 x 10-2. The
Young's moduli and Poisson's ratios for the substrate materials[71 used in these measurements
are given in Table 1.

Table 1
Mechanical Parameters for Low-expansion Sample Materials

Material E. i

(1
0°N/m

2 )

Zerodur 9.1 0.24
Cervit C101 9.2 0.25

ULE 6.8 0.17

RESULTS
SAMPLE CURVATURE

Fig. 1 shows the curvature, as expressed by the Zernike coefficient C3, as a function
of temperature for sample plate number 9 (Cervit, 0.0042 inch thick coating). The data
show that (a) the rate of change of curvature with temperature is lower in 1988 than in
1982, and (b) the plate is less concave (C3 is less negative) in 1988 than in 1982. The same
behavior was observed in the other coated plates. To determine the time dependence of
the stress we linearly extrapolated the values of C3 for each plate, measured at different
temperatures, to a single temperature, using the measured values of dC 3/dT for the 1982
and 1988 time periods. Fig. 2. shows the values of C3 for plate 9, extrapolated to 340C, as
a function of time. The slope dC3(34)/dt is positive, confirming the observation from
Fig.1 that the plate became less concave with time. The same behavior is found for the
other coated plates.
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For comparison we measured the curvature of an uncoated Cervit sample (plate
number 6). Unlike the others, this plate was not acid etched after its polished face was
ground. No significant variation of C3 with temperature or time was observed, as is
expected for the uniform, low-expansion materials used in this study.

COATING STRESS

The behavior of the coating stress for the six coated samples is shown in Table 2.

1 2 3 4 5 6 7 8 9 10 11
Plate Material Coating Stress co@730 F ck/dr (1/ao)(do/d) da/dt (1/(o)(da/dt)

Thickness (107Nm- 2 ) (I0 5Nm-2C- I) (10- 2C- )  (105 Nm-2yr 1) (10-2 yr 1)
(.001 inch) 1982 1988 1982 1988 1982 1988

4 Zezvdur 6.25±0.6 2.17 1.36 -9.47 -6.03 -4.36 -4.43 -6.7 -3.10
7 Cervit 4.88±0.5 3.76 2.57 -10.60 -6.95 -2.81 -2.70 -13.9 -3.70
9 Cervit 4.20±1.1 3.07 2.23 -9.11 -7.27 -2.97 -3.26 -10.3 -3.40
11 Cervit 1.00±0.4 4.12 2.48 -13.40 -8.06 -3.24 -3.26 -12.7 -3.10
24 ULE 4.37±1.0 2.73 1.87 -12.10 -6.50 -4.41 -3.47 -3.9 -1.40
30 ULE 1.05±0.2 4.14 1.30 -13.60 -7.00 -3.29 -5.38 -16.5 -4.00

Avg: -3.5 -3.8 -3.1
Std Dev: 0.7 1.0

Table 2. Variation of coating stress in coated samples

Calculating the stress from the measured curvature requires a knowledge of the film
thickness. This was determined by etching small portions of silver from the four corners of
each sample and measuring the film thickness with a dial indicator at each. The
uncertainties given in column 3 of Table 2 are the 95% confidence limits of the
measurements, calculated with Student's t statistic.

The coating stress for each sample was less in 1988 than in 1982, as shown in
columns 5 and 6. Columns 6 and 7 show that the rate of change of stress with temperature
was less for each sample in 1988 than in 1982. The thermal expansion coefficient is
proportional to initial stress, as indicated by the uniformity of the normalized coefficients
(1/ao)(da/dT) in columns 8 and 9. The average values for 1988 and 1982, approximately
-3.7 percent per degree Celsius, do not differ significantly. Because this coefficient is
independent of a, its value is not affected by uncertainty in the coating thickness.

The rate of change of the coating stress is negative for all samples, as shown in
column 10. The normalized rate of stress change (1/ao)(da/dt) is quite uniform across the
samples, with the exception of an anomalously low value for plate 24; the average rate of
change of stress is -3.1 percent per year. To determine whether errors in temperature
measurement between the 1982 and 1988 experimental periods could account for the
observed stress relaxation, we estimate the temperature change that would be required to
give the stress change measured over the approximately 6.5 year span of the experiment.
Table 3 shows the total stress change A for each plate and the temperature change ATerror
that would produce that change if the entire change were caused by thermal expansion at
the 1982 rate (the most conservative value). The values of A Terror range between 2.1 IC
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and 8.5 OC, all much larger than the 0.5 OC maximum error in the temperature
measurement. Therefore we conclude that the observed stress relaxation was greater than
could be accounted for by temperature measurement errors.

Table 3
Temperature Error Budget and Zero-Stress Temperatures

Plate Ac(6.5 yrs) AT, T(c=O)
(10 5N/m 2) (0C) (°C)

4 -43.6 4.6 45.5
7 -90.4 8.5 59.8
9 -67.0 7.4 53.5

11 -82.6 6.2 53.6
24 -25.4 2.1 51.6
30 -107.3 7.9 41.4

The initial coating stresses measured in 1982, extrapolated to 230C, are between
2 x 0 and 4 x 0 N/m 2. If the expected stress at room temperature is calculated from
the measured values of da/dT, roughly - 106Nm-2C - 1, and one assumes a temperature
change from 7000C to 230C, one calculates a room temperature stress on the order of 7 x 108
Nm-2C-1. The apparent discrepancy between calculated and observed stress is explained
by the fact that annealed silver has a yield stress uy of (1 - 5) x 10 N/m 218). The average
of reported values[S] of ay is 3.5 x 107 N/m 2, in good agreement with the observed initial
230C stress values.

EFFECT OF STRESS RELAXATION ON MASER FREQUENCY

To estimate the possible effect of coating stress relaxation on a maser's output
frequency, we carried out a finite-element calculation of the change in cavity shape caused by
a change in coating stress. If the endplates and cylinder are assumed to be unconstrained,
then a change in coating stress of 1 x 106 N/m 2 (typical of the yearly relaxation rates
observed in these experiments) in a coating thickness of 0.003 inches, typical for maser
cavities, causes the rim of the endplate to move approximately 1.5 x 10- cm longitudinally,
while the cylinder moves roughly 1.8 x 10 - 6 cm radially. The major effect is due to the
endplate, whose distortion increases the effective (electromagnetic) cavity length L on the

order of 1.5 x 10- 5 cm (including both endplates, and assuming that the effective change in
electromagnetic length corresponds to about half the rim motion of each endplate). For a
cavity resonance frequency fc and maser output frequency f,, a typical maser has df/dL =

9 x 105 Hz/cm and a pulling factor dfo/df, = 1/30000; thus the estimated rate of change
of maser frequency due to coating stress relaxation for an unconstrained cavity is on the
order of (1/1f)(dfo/dt) - 3 x 10-1 2/yr 9 x 10-15 /day, which is roughly an order of
magnitude larger than the observed drifts.

Two phenomena tend to reduce the effect of coating stress relaxation on the maser
frequency. First, in the maser the polished endplate surfaces are pressed against the
cylinder ends by Belleville springs, with a total force of about 450 pounds. This constrains
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the cylinder and endplates to move together radially, since the mating surfaces do not slide,
and reduces the tendency of the endplate rim lift from the cylinder (curl). If the cylinder
and endplates were solidly attached to each other, the endplate distortion due to coating
stress change would be reduced by about a factor of 10 from the unconstrained values, and
would be opposite in sign to the cylinder distortion, thus reducing the maser frequency shift
by at least an order of magnitude. In reality, the cylinder and endplates are prevented from
sliding against each other, but the clamping force is not enough to eliminate edge curl
entirely. Therefore the estimated frequency shift is expected to be reduced from the
unconstrained value calculated above by a factor of perhaps 3 to 10.

The second mitigating consideration is the fact that in operating SAO masers the
cavity is maintained at a temperature of 500C. Since raising the coating temperature above
room temperature reduces the tensile stress, as is seen in Fig. 1, a higher ambient
temperature also reduces the rate of stress relaxation. Table shows the temperature at
which the coating stress for each sample is expected to be zero, based upon the average 1988
stress at 23°C and the measured temperature coefficient for each sample. The values of
T(a = 0) lie between 410C and 600C. Thus we can expect that maintaining the cavity at
500C would reduce stress-induced maser frequency shifts considerably below the values
estimated from the measurements made for a 230C holding temperature. The combined
effects of endplate constraint and 500C holding temperature might reduce the frequency drift
rate by one to two orders of magnitude, to between 1 x 10-15 /day and 1 x 10-16 /day, a
range on the order of, to somewhat lower than, observed drift rates.

RELIEVING COATING STRESS

It appears possible to reduce the coating stress substantially for any particular holding
temperature by appropriately precooling the sample or cavity. If the sample is cooled from
an initially tensile state until the silver yields, and is thcn reheated to its original
temperature, the final stress will be reduced. This effect can be seen in Fig. 3, which shows
the bending of plate 9 as a function of time during the 1988 measurement period. When
the plate was heated from 340C (930F) to 510C (1240F) and returned to 340C, its final shape
was more concave than it was initially, C3(340C) changing from -1.37A to -1.80A. Similar
behavior was observed for the other coated plates. Cooling is expected to produce the
opposite stress change. Such behavior was observed when a sample was cooled to 770K and
rewarmed to room temperature.

These observations suggest a technique for determining whether stress relaxation
plays a significant role in the frequency drift of operating masers, as well as a method for
minimizing such an effect. A maser cavity could be precooled to a temperature, roughly
00C or lower, such that rewarming to 500C would place the coating in compressive stress. A
long-term drift of the oscillating maser toward lower frequencies would indicate the influence
of stress relaxation. Such relaxation could then be reduced, or even reversed, by heating the
maser, using its internal temperature-control heaters, by approximately 300C, and returning
it to its usual temperature.
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CONCLUSIONS

The measurements described here show that (a) the internal stress in silver coatings
bonded to low-expansion substrates relaxes at a rate of approximately 3 percent per year,
and (b) the stress varies with temperature at a rate of approximately 3.6 percent per degree
Celcius, with the thermal expansion coefficient decreasing with time as the internal stress
decreases. Estimates of relaxation-induced frequency shifts, based on finite-element stress
calculations, indicate that stress relaxation is capable of producing frequency drifts of the
order of magnitude of those observed in masers, but that in any particular situation the
stress effect may be less than observed drifts. It is possible to reduce the coating stress
for any final temperature by appropriate precooling or preheating of the maser cavity. Such
a technique should make it possible to measure the magnitude and sign of stress-induced
frequency drifts, and to minimize any such effects.
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APPENDIX

The computer curve-fitting program expresses the three-dimensional deflection of a
sample in terms of Zernike polynomials as follows:

y(r' C( Cs + C(-))sn0+3 1 2t1-)l (A.1)
Here r is measured from the center of the rectangular sample, ro is the distance from the
center to the corner of the rectangle, and 0 is the azimuthal position measured from the long
axis of the rectangle. For variations parallel to the long axis, € = 0 and x = r cos =r,
giving

Y(ro) =yWz = C1(1 ) + Gr 2(X)2 - 1] (A.2)

The curvature K(x) of the function y(x) is given by[91

K(x) d2y/ dX2  - 4C 3  3 (A.3)
1i + (dy / d--)2] 2  ro2[1 + (l + 40 3 2) 2] ]

and the curvature at the center of the sample, K - K(x = 0), is

Ko = 4C 3  (A.4)
ro2[1 + (C,/ro)']

For eqs. A.3 and A.4 to have meaning, all quantities must be measured in the same units.
The coefficients C1-C 3 are on the order of several wavelengths A of 6328,k light, and
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r. = 5.17 cm=8.2x1O 4A, so (C 1/ro) 2 , 10 - 10 << 1 and can be neglected in Eq. A.4.
Therefore the central curvature of the sample is proportional to C3:

Ko = 4C3 (A.5)ro
2

In a similar manner, the curvature of the parabola described by Eq. 1 is

K = 2ar 3(1 - v) tf (A.6)

ES t32

Comparison of Eqs. A.5 and A.6 yields the result given in Eq. 2.
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QUESTIONS AND ANSWERS

KEN UGLOW, UGLOW ELECTRONICS: What would be the hazards of coating both sides
of the ceramic? Would there be problems with resonance between the two surfaces in the
ceramic?

DR. MATTISON: There are no hazards. In fact, it might give further RF shielding. It
might be beneficial.

DR. JOHN DICK, JPL: Do you have a mechanical or mechanistic explanation for the
change of temperature coefficient with time?

DR. MATTISON: The temperature coefficient should be proportional to the effective
Young's modulus of the coating. As time progresses, because the coating is basically
particulate, the effective Young's modulus decreases.
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OPERATING AND ENVIRONMENTAL
CHARACTERISTICS

OF SIGMA TAU HYDROGEN MASERS
USED IN THE VERY LONG BASELINE ARRAY(VLBA)*

T. K. Tucker
Jet Propulsion Laboratory

California Institute of Technology
4800 Oak Grove Drive

Pasadena, California 91109

Abstract

This paper presents the results obtained from performance evaluation of a pair
of Sigma Tau Standards Corporation, Model VLBA-112, active hydrogen maser fre-
quency standards. These masers were manufactured for the National Radio Astron-
omy Observatory (NRAO), for use on the Very Long Baseline Array (VLBA) project,
and were furnished to the Jet Propulsion Laboratory (JPL) for the purpose of these
tests.

Tests on the two masers were performed in the JPL Frequency Standards Labo-
ratory (FSL), and included the characterization of output frequency stability versus
env'ronmental factors such as temperature, humidity, magnetic field and barometric
pressure. The performance tests also included the determination of phase noise and
Allan Variance using both FSL and Sigma Tau masers as references. All tests were
conducted under controlled laboratory conditions, with only the desired environmental
and operational parameters varied to determine sensitivity to external environment.

INTRODUCTION

Purpose:

The tests described herein were performed by the Jet Propulsion Laboratory (JPL) at the request
of the National Radio Astronomy Observatory (NRAO). JPL was chosen for this evaluation because
of its unique testing capability and facilities, and in order to provide an independent evaluation of
Sigma Tau hydrogen maser performance.

All tests were conducted at JPL in the Frequency Standards Research Laboratory Test Facility in
Pasadena, California, between March and September 1988.

*This work represents the results of one phase of research carried out at the Jet Propulsion Laboratory, California
Institute of Technolgy, under contract with the National Aeronautics and Space Administration.



Sigma Tau Hydrogen Masers:

The Model VLBA-112 is a compact and ruggedized active hydrogen maser manufactured by the
Sigma Tau Corporation for NRAO for use on the Very Large Baseline Array (VLBA) Project. The
essential physical and electrical characteristics, as given by the manufacturer, are outlined in Table 1
below:

Table 1.
Physical and Electrical Characteristics:

Size: Height 107cm (42 inches)
Width 46cm (18 inches)
Depth 76cm (30 inches)

Weight: 238kg (525 lbs)

Input Power: AC 115V ±10% rms, 50-60 Hz,
140 Watts
DC 24 to 28 V, 4 Amp. (typ.)
Built-in Standby Battery Supply

Outputs: 100 MHz (2 ea.), 1 ±0.3V rms
10 MHz (1 ea.), ;0.5V rms
5 MHz (2 ea.), 1 ±0.3V rms

Prior to performance and environmental testing, the critical operating parameters of each of the
two masers, identified as Serial Numbers 2 and 3, were determined and recorded as follows in Table 2.

Table 2.
Operating Characteristics:

Parameter S/N 2 S/N 3
Output Power. -100 dBm -100 dBm
Line Q: 1.82 x 109  1.64 x 109
Cavity Loaded Q: 33,000 37,800
Coupling Factor: 0.35 0.30
Rx Noise Figure: < 1 dB < 1 dB
Zeeman Frequency: 827.7 Hz 808.9 Hz
Note: All tests were performed in the AUTOTUNE mode.

Test Facilities:

The JPL Frequency Standards Laboratory is responsible for the research, development and imple-
mentation of a wide variety of state-of-the-art frequency generation and distribution equipment used
within the Deep Space Network (DSN). In order to achieve the demanding performance and reliability
requirements, a substantial amount of assembly and subassembly testing is required. Toward this
end, an extensive testing capability has been developed which includes special equipment, facilties,
procedures and personnel skilled in the testing and characterization of precision oscillators and other
signal sources.
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The stability and environmental tests which are routinely performed, in this facility, are as follows:

1. Allan Variance

2. Spectral Density of Phase

3. Temperature Sensitivity

4. Humidity Sensitivity

5. Barometric Pressure Sensitivity

6. Magnetic Field Sensitivity

The instrumentation and test area has approximately 2,700 square feet of floor space, and houses
the necessary instrumentation and test equipment. Additionally, two active hydrogen maser frequency
references are conveniently located in this area. All critical equipment as well as the units under test
are powered by an uninterruptable power source. The entire test area, as well as the environmental
control system is backed up by an automatically switched motor generator. Temperature control is
maintained to within ±0.05 degrees Centigrade through the use of a doubly redundant air conditioning
system. Magnetic field variations are minimized by the use of non-magnetic construction materials
throughout the facility. As an additional precaution, one of the reference hydrogen masers is housed
in a magnetically shielded enclosure.

Environmental testing capability is provided by three Tenny Corporation environmental test cham-
bers. Each chamber includes 64 square feet of floor space and is approximately 10 feet high, providing
adequate space for equipment under test as well as required cables and peripherals.

The environmental testing capabilities are as shown in Table 3 below:

Table 3.
Environmental Test Capability

Parameter Range
Temperature 15 to 35 deg. C ±0.05 deg.

Pressure ±24 inches of water ±0.5 inches.

Relative Humidity 11 to 90% RH ±5%

Magnetic Field ±0.5 Gauss

Measurement System

Figure 1 is a block diagram of the measurement system used to determine frequency stability and
the Allan variance (deviation) between the Sigma Tau masers and the laboratory reference masers.
Figure 2 is a block diagram of the measurement system used to determine the spectral density of phase
of the two Sigma Tau masers at the 5, 10 and 100 MHz outputs.
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TEST RESULTS

Sequence of Tests:

The tests and test limits are as follows in Table 4:

Table 4.
Test Sequence and Limits

Parameter Range
Allan Variance

Spectral Density of Phase

Temperature 17 to 27 Deg. C

Humidity 20 to 80% RH

Barometric Pressure ±24 inches of water

Magnetic Field ±0.5 Gauss

Power Supply Variations 24 to 28 VDC

Allan Variance and Spectral Density of Phase Tests:

Figures 3, 4 and 5 are plots of the Allan Variance between the two Sigma Tau masers, and also
between each of the Sigma Tau masers and one of the laboratory reference masers which serve to
verify near equal performance of the two Sigma Tau masers. Included in Figure 2 is the measurement
system noise floor. Figures 6, 7 and 8 are plots of the spectral density of phase between the two
Sigma Tau masers at the 5, 10 and 100 MHz outputs. The spurious signals seen in each of the plots is
predominantly the result of the autotuner modulation signal with some additional contribution from
power supply noise.

Environmental Tests:

The purpose of these tests was to characterize each maser in terms of frequency shift for a given
change in environmental condition. In each test, the output frequency was carefully monitored while
one of the environmental conditions was varied as specified in Table 4. The results of each of these
environmental tests is itemized below:

1. Output Frequency vs Temperature Tests - The masers were individually placed in the test
chamber and the chamber temperature was cycled between 17 and 27 'C, the resultant variation
in output frequency was plotted. The frequency sensitivity as a function ambient temperature
is shown in Figure 9.

2. Output Frequency vs Relative Humidity Tests - With the chamber temperature held constant,
the chamber relative humidity was cycled between 20 and 80% , with a 48 hour stabilization
period at each limit. The observed variations in output frequency vs the relative humidity were
well below 1 X 10-14.
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3. Barometric Pressure Tests - No output frequency variations were observed as the masers were
individually subjected to barometric pressures of 24 inches of water above and below ambient
pressure with a two hour dwell at each extreme.

4. Magnetic Field Sensitivity Tests - In order to determinie the maser magnetic field sensitivity, a
large (90 inch) Helmholtz coil was placed around the maser. The coil was positioned to provide
a vertical magnetic field and was centered around the maser physics unit. Since the magnetic
shielding effectiveness is dependent upon the magnitude of the magnetic field, the sensitivity was
measured at three different field values. The magnetic field sensitivity of each maser is shown in
Table 5 below:

Table 5.
Magnetic Field Sensitivity

Field S/N 2 S/N 3

Small Field (± 0.1 G) -1.42 x 10-13/ Gauss -4.74 x 10-13/ Gauss

Medium Field (± 0.25 G) -1.05 x 10-13/ Gauss -3.98 x 10-13/ Gauss

Large Field (± 0.5 G) -8.04 x 10-14/ Gauss -3.17 x 10-13/ Gauss

5. Output Frequency vs Power Supply Variations - With the internal battery supply disconnected,
the input DC voltage was varied between 24 to 28 VDC. No output frequency shift was observed
as a result of these supply variations.

SUMMARY

A summary of the environmental sensitivities of the two Sigma Tau masers is presented in Table
6 below:

Table 6.
Environmental Sensitivity Summary

Condition S/N 2 S/N 3

Temperature (17 to 27 'C) 1.37 x 10- 14/0C 4.2 x 10-14/OC

Humidity (20 to 80% RH) < 1 x 10- 14  < 1 X 10- 14

Barometric Pressure (±24 in. Water) < 1 x 10- 14 < 1 x 10- 14

Magnetic Field (± 0.1 Gauss) -1.42 x 10-1 3 /Gauss -4.74 x 10-1 3 /Gauss

Power Supply Variations (24 to 28 VDC) < 1 X 10-14 < 1 x 10- 14

Throughout the test series the Sigma Tau performed reliably, and were well behaved. Of particular
interest is the fact that both masers were transported from Soccoro, NM to Pasadena, CA, a distance
of some 800 miles, in the back of a carryall van. Only a minimum of protection from shock and
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vibration was provided during transit, and upon arrival both masers were within normal operating

parameters.
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QUESTIONS AND ANSWERS

HARRY PETERS, SIGMA TAU CORPORATION: I just thought that I would mention that
the magnetic tests for ±0.1 gauss and ±1.0 gauss-it is sort of characteristic of magnetic
shields that the hysteresis affect inherent in shielding is such that, for lower values of the
ambient field change, you would expect larger shielding factors. However, the practical
importance goes down because, if you look at the actual shift of parts in ten to the
fourteenth, the shift is nearly the same as for the high field shift. We did have trouble
with the early masers with the shields, but I hope that we are overcoming that.

MR. TUCKER: Yes, we were forewarned by you that one maser did have a little worse
shielding than the other one.
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ATOMIC HYDROGEN MASERS
WITH SELF AUTO-TUNE SYSTEM

AND MAGNETIC FIELD CANCELLATION SERVO

H. E. Peters, H. B. Owings and P. A. Koppang
Sigma Tau Standards Corporation

Tuscaloosa, AL 35403

Abstract

Atomic hydrogen masers of the classic active oscillator type which produce the
characteristic high stability required by standards laboratories, radio astronomers
and other critical scientific applications are described. Features of these masers include
automatic cavity stabilization, active magnetic field cancellation servo, relatively small
size and weight and other characteristics which adapt them well to use in remote field
station operation and long term time and frequency related applications requiring the
highest performance.

INTRODUCTION

Sigma Tau Standards Corporation atomic hydrogen masers have evolved from the original atomic and
molecular beam research done at Harvard University in the late 1950's and the first operational hy-
drogen maser standards developed for field use at Varian Associates QED Division in the early 1960's.
Further extensive research and development by the National Aeronautics and Space Administration
and research at Sigma Tau Standards Corporation funded by NASA, NRL, the USAF and APL (Johns
Hopkins University) has resulted in a maser design which is presently being placed in service by the
National Radio Astronomy Observatory for the Very Long Baseline Array system of 10 VLBI radio
telescopes.

The scientific principles of a classic hydrogen maser are quite straightforward, although in practice
very careful attention to the developed state of the art is required to attain a successful device design.
In essence, a source of hydrogen atoms is produced by an RF discharge within a glass source bulb; the
atoms are collimated by a tubular exit orifice and pass in a beam through a magnetic state selector
wherein atoms in the upper hyperfine quantum levels are focussed into a Teflon lined quartz storage
bulb located upstream within a microwave cavity which is tuned to the hydrogen transition frequency.
When the density of atoms, magnetic field homogeneity and other design parameters are correct,
continuous maser action occurs spontaneously and an RF signal is produced, nominally 1,420.405
MHz, which is translated to standard output frequencies by a low noise receiver-synthesizer system.

I General Design and Performance

The general Sigma Tau Standards Corporation (STSC) hydrogen maser design is described in more
detail in references 1, 2 and 3. It is noteworthy that the unique automatic cavity tuning system
described in the above references has proven to be very effective in practice and has contributed to
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the excellent long term stability and reproducibility exhibited by these masers without significantly
degrading the short term stability.

A significant new development in the STSC masers is an automatic magnetic field cancellation servo
system which effectively eliminates the perturbing systematic effects on maser stability produced by
external magnetic field variations. This servo system, as well as a magnetic field test system, a newly
constructed frequency stability measuring system, and experimental results of tests on the STSC
hydrogen masers form the remainder of this paper.

II Magnetic Field Control System

Figure 1 illustrates the dependence of the oscillation frequency of the hydrogen maser on the magnetic
field present in the cavity interaction region. As shown in the figure, the frequency variation is

quadratically dependent on the field and so approaches zero as the field approaches zero. In practice
it is not practical to operate too close to zero field since field inhomogeneities will eventually become
important and produce departures from the ideal frequency dependence or create other functional
problems.

At a typical internal field used in the STSC masers of 500 microgauss, the fractional frequency
variation dependence on the internal field is (f - fo)/fo = 9.6 x 10-16 per microgauss variation. So,
to maintain the magnetic sensitivity to 1 X 10 - 14 or less for a one gauss external field change, a
shielding factor of 1 x 10+5 is required. The STSC hydrogen masers use a very effective four level
set of magnetic shields surrounding the cavity region, however unless great care is used in properly
annealing the magnetic shield material during fabrication, the above shielding factor is difficult to
attain.

To improve upon the static shielding factor an active field stabilization servo system has been
developed and is presently used in the STSC hydrogen masers. Figure 2 is a diagram showing the gen-
eral geometric arrangement of the two outer magnetic shields. It is generally found, as demonstrated
later, that the sensitivity of the maser to the horizontal component of the external field is negligible.
This is due to the short horizontal magnetic paths and favorable transverse shield spacings. Thus, it
is only necessary to stabilize the vertical field component, and to accomplish this a magnetic sensor
has been placed in the space between the outer shield and the next shield cylinder top as illustrated
in the figure.

The sensor element is a Hall effect probe which is placed near the center of the temperature
controlled plate on which some of the maser receiver and control modules are mounted. To increase the
probes sensitivity and to raise the probe output voltage well above the noise level, a field enhancement
arrangement has been devised using two high permeability plates, one above and one below the probe,
with a concentrated field path created by small magnetic posts that direct a concentrated sample of
the field through the probe. The two plates are perpendicular to the Z-Axis field direction, so the
probe responds mainly to Z-Axis field variations.

Figure 3 is a diagram illustrating the overall magnetic servo system. Coil windings are placed at
the ends of the cylindrical shield located below the magnetic sensor assembly and a precision integrated
circuit preamplifier is located near the Hall probe. A buffer amplifier to drive the field coils and a
current regulator for the Hall probe bias current are located in a small module on the maser frame.
The voltage variations developed by the sensor are thus amplified and produce a compensating current
in the coil windings which effectively nullifies the Z-Axis field variations between the shields due to
external perturbations.
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III Magnetic Field Sensitivity Tests

Tests of magnetic field sensitivity have been performed on several hydrogen masers equipped with the
new servo system. The results reported herein are typical. A set of Helmholtz coils one meter in
diameter was calibrated in air to produce a known field as a function of coil current. The coils were
then placed around the maser to be tested, oriented to produce an external perturbing field in one of
the three orthogonal axes.

Two methods were used to evaluate the frequency variations associated with field changes;
in one case the test maser frequency was compared with the frequency of another hydrogen
maser located remotely from the test station; in the second method the Zeeman frequency
was measured and the magnetic frequency shift and shielding factor were calculated. Since
the measured magnetic shifts with the magnetic servo on were too small, less than 1 X 10 - 14

per gauss, to measure by the first method using measuring intervals of the order of 1000
seconds, the Zeeman frequency method was used to obtain the results given in Chart 1.

MAGNETIC TEST PERFORMED ON NRAO MASER SN V-7

Internal field set at 640 microgauss
External perturbation 1 gauss

ORIENTATION SERVO FREQUENCY SHIELDING I IMPROVEMENT
AXIS ON/OFF VARIATION/GAUSS FACTOR IN SENSITIVITY

ON 5.2 x 10 - 16 4,700,000
Z-Axis } 30/1

(Vertical) OFF 1.6 x 10-' 160,000

ON 4.7 x 1 6

X-Axis }> 10+6 None

(F To B) OFF 3.4 x 10-' 6

ON 2.5 x 10- 1'
Y-Axis }> 106 None

(L To R) OFF 1.6 x 10
- 1 6

CHART 1. Magnetic Field Sensitivity Test Results

In a stationary installation, typical ambient magnetic field variations are usually less than 10
or 20 milligauss. In mobile situations (traveling clocks), or in installations with nearby large
moving magnetic structures, such as elevators, cars or radio telescope dishes, the ambient
field variations are unlikely to exceed plus or minus 1 gauss. Therefore the results of tests
on the STSC hydrogen masers indicate that magnetic perturbations are not likely to be the
dominant source of systematic instabilities.

IV Frequency Stability Measuring System

A computer based system for measuring phase, frequency and frequency stability has been
assembled and programed at STSC for evaluating the performance of the hydrogen masers.
A block diagram of the system is shown in Figure 4. The system may be used with any
standard input frequency such as 5 MHz, 10 MHz, 100 MHz or higher frequencies which
can be offset relative to a standard reference maser output by 1 Hz. In the example given
here, the 100 MHz output of one maser is offset relative to the other by 1 Hz using one of
the maser synthesizers; the signals are then sent to a double balanced mixer with a one Hz

339



filter, amplifier and Schmitt trigger circuit which produces a 1 Hz beat pulse. A second 1
Hz reference pulse is generated by division from the 10 MHz output of one of the masers.
The two pulses are input to the A and B ports of a counter which continuously measures the
periods (T. - T), which are sent to an AT compatible computer using the GPIB control bus.
The computer calculates and stores the relevant parameters and generates curves and data
to be printed out.

V Frequency Stability Data

Figure 5 shows a plot of data which is continuously accumulated and displayed on the com-
puter screen as the measurement progresses. The curve showing phase, with the scale on left,
gives the phase relative to the one Hz difference frequency (T, - Tb) in units of seconds. The
relative fractional frequency is calculated from the slope of the phase curve; this is given by
the scale on the right with ±5 x 10- 13 full scale. The total measurement interval for this
curve is 60,000 seconds. The fractional frequency data (Allan Variance) for decade multiples
of 1, 2 and 5 seconds is displayed above the phase and frequency curves.

When the measurement is finished, the computer may be commanded to display and to
print the stability plot as shown in Figure 6, which is the Sigma Tau plot of the data shown
in Figure 5. It should be emphasized that this data has no drift removed.
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QUESTIONS AND ANSWERS

DAVID ALLAN, NIST: What was the measurement floor of the measurement system with
the ten to the seventh divider?

MR. KOPPANG: We did some measurements on that. It was down in the minus eighteens,
I believe. We did a run from one to a thousand seconds and it was from ten to the minus
seventeen to ten to the minus eighteen.

MR. ALLAN: So that is well below the maser noise. The other question is that with the
masers you should have in principle white phase noise in the short term. I don't know
whether you thought about using the modified two sample approach or not, but that would
show that up nicely if that were the case.

MR. KOPPANG: Thank you, we will look into that.

DR. HARRY WANG, HUGHES AIRCRAFT: Can you comment on the magnitude of your
correction field? Do you see any hysteresis effect of that correction field on the magnetic
shielding?

MR. KOPPANG: Well, the outer shield has a shielding factor of approximately 300 to
500. The magnetic concentrator magnifies the magnetic field approximately 100. We
could calculate the internal fields, but we haven't done that. We haven't checked on any
hysteresis effects on the magnetic shields.

HARRY PETERS, SIGMA TAU CORPORATION: The shielding factors were derived using
fields of plus and minus one gauss. As far as the hysteresis as seen by measurement of the
frequency, it was below ten to the minus fourteenth. Inevitably you get hysteresis in the
shields, but the servo itself has no noticeable hysteresis because the field is concentrated
adequately to get out of the hysteresis range.

DR. WANG: Off mike, not decipherable...

MR. PETERS: We have this installed in four masers at the moment and the stability is
very good as long as we run the concentrator high enough to get out of the instabilities
in the Hall probe. We certainly don't have any long term data on the stability of the
transverse effect.
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OPERATIONAL PARAMETERS FOR THE
SUPERCONDUCTING CAVITY MASER*

R. T. Wangl G. J. Dick, and D. M. Strayer
Jet Propulsion Laboratory
Pasadena, California 91109

Abstract

Tests of the superconducting cavity maser (SCM) ultra-stable frequency source
have been made for the first time using a hydrogen maser for a frequency reference.
In addition to characterizing the frequency stability, the sensitivity of the output fre-
quency to several crucial parameters was determined for various operating conditions.
Based on this determination, the refrigeration and thermal control systems of the
SCM were modified. Subsequent tests showed substantially improved performance,
especially at the longest averaging times.

In frequency stability tests, characterization of the short term performance of the
SCM was not possible due to hydrogen maser fluctuations, but for the longest mea-
suring time the low SCM instabilities could be characterized. This was expected,
since cryogenic cavity oscillators show unsurpassed performance for short measuring
times. In initial tests, our measurements showed a frequency stability of about 2. 10- 1
for times between 30 and 3000 seconds. The long term stability (3000 s) is approx-
imately 5 times better than we were previously able to measure.

In order to better understand the limits to SCM stability we performed a detailed
study of the dependence of the operating microwave frequency (z 2.69GHz) on: op-
erational temperature, pump frequency, pump power, coupling strength and the bias
field applied to the ruby maser. Of these, sensitivity to changes in temperature and
pump power are crucial because of the great difficulty in stabilizing these two pa-
rameters. We discovered operational parameters for which both of these sensitivity
coefficients approach zero, and have identified a sixth parameter, the temperature gra-
dient across the oscillator, the effects of which severely compromised the effectiveness
of our thermal regulation system.

After the first tests the low temperature cryogenic system was rebuilt with two
changes. Conversion to a continuous-flow cooling system appropriate to the new
1.57K operating temperature allows long term operation without the refill cycles re-
quired by the previous 1.0K closed cryostat. Secondly, cooling and thermal regulation
were arranged in such a way that neither the heater power required for temperature
regulation, nor thermal leakage due to mechanical supports, flow through the body of
the oscillator itself. This prevents unavoidable fluctuations in heat flow from generat-
ing corresponding frequency fluctuations due to thermal gradients across the oscillator.
Frequency stability measurements on the rebuilt oscillator showed improved results,
giving fractional frequency stability in the mid-10- 15 range for times between 100 and
1000 seconds.

*This work represents the results of one phase of research carried out at the Jet Propulsion Laboratory, California
Institute of Technology, under contract sponsored by the National Aeronautics and Space Administration.

IDuring the time the work was done this author held a National Research Council-NASA/JPL Research Associatship.
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Introduction

The superconducting cavity maser (SCM)[1,2,31 is an all-cryogenic oscillator which, like other cryogenic
cavity oscillators, gives stability at short measuring times which is superior to that achievable by any
other means. It differs from other superconducting cavity stabilized oscillator (SCSO) designs[4] in
its use of a very rigid (Q ; 109) sapphire-filled stabilizing cavity, and in its all-cryogenic design;
excitation being provided by an ultra-low noise cryogenic ruby maser.

Performance of the SCM at short times is superior to all conventional or atomic sources, even
surpassing that of the active hydrogen maser. With similar Q's, the advantage of the SCM is its larger
output power; z 10-9Watt vs 10-12 Watt for the hydrogen maser. Long term performance is limited
by variations in the various operating parameters, such as temperature, drive power, output VSWR
etc., depending on the sensitivity of the SCM to these various parameters.

Figure 1 shows a block diagram of the oscillator. The three-cavity design has been previously
discussed[2]. Oscillation at the signal frequency (2.69GHz) results from application of pump power
(13.15GHz) to the ruby, which creates an inversion of the energy level populations in the ruby crystal.
The frequencies of the three modes of the coupled cavity system are spaced relatively close to each
other (5% spacing) in order to couple effectively, but are spaced far enough from each other to allow
mode selection. Only one of the modes is suitable for ultra-stable operation. Tuning the regenerative
frequency of the ruby (2% bandwidth) to that of this high-Q stabilized mode is accomplished by
adjusting the current through the superconducting solenoid. The purpose of the coupling resonator
is to provide physical separation of the lead-coated sapphire resonator from the magnetic field of the
solenoid.

Cooling of the oscillator itself is provided by the liquid helium pot attached to the bottom cavity,
and thermal regulation is achieved by varying the power dissipation in the heater as shown. Both the
heat leak into the system from the waveguide at the top, and the cooling power of the helium pot are
subject to variation, and it is seen that, even if the changes in these heat flows are exactly cancelled
by the effect of the heater, varying temperature gradients in the oscillator will still result.

Figure 2 shows the stability of this oscillator when measured with a hydrogen maser as reference.
Also shown are the measured stability of the H-maser and calculated short term stability for the SCM
due to additive and in-oscillator noise for the present configuration. The major features shown in
Figure 2 are:

1 The need for a better reference at short times in order to properly characterize the SCM.

2 The presence of in-oscillator noise due to back-coupling from the room-temperature amplifier.

3 The presence of substantial long-term variations in the SCM.

The first of these considerations can be dealt with only by the provision of a second cryogenic oscillator,
something outside the scope of this paper. The second can be solved by the addition of a cryogenic
isolator to prevent room-temperature radiation from coupling from the output port back into the
oscillator itself. This issue is addressed by a redesign of the oscillator to allow primary coupling of the
signal from an additional port in the high-Q resonator.

The long-term variations, on the other hand could arise from any of the various parameters on
,vhich the frequency of the SCM depends. This paper primarily considers the sensitivity to and
variation of the operational parameters for the SCM.
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Operational Parameters

The significant operational parameters (parameters subject to variation during operation) of the SCM
are presented in the table below. Each of these parameters is described in terms of its significance
as a tuning parameter, and as a likely source of variability in the output frequency. Several of the
parameters are discussed in more detail in the text that follows.

Parameter Tuning Functionality Significant Variability

Temperature Operating range from below 0.8K to Substantial instability. Medium and
above 2.0K for normal SCM opera- long term variability of 10- 4 to 10- 5K.
tion. Variation changes sign of sensitiv- Sensitivity coefficient 0 to ±10-9 /K.
ity of operational frequency to Temper-
ature. Proper choice allows operation
with near zero temperature coefficient.

Thermal Gradient No functional significance. Marked problems due to variation in
regulating heater power. Best expressed
in terms of sensitivity to heat flow.
Value is % 10- 9 /Watt. Value of heater
power is typically 10- 3 to 10- 2 watts.
Variability of heater power is 10% to
50%.

Magnetic Bias Variable by 2% about optimum value of No problems observed. Sensitivity is
P 500 gauss. No important effect on P 10- 9 /gauss. Use of a persistent-
frequency sensitivity coefficients. mode superconducting magnet at this

relatively low field allows very high sta-
bility.

Pump Power Oscillation requires 10- Watts or more Substantial instability. Variability of
to be coupled to low temperature region. amplitude of typical microwave sources
Depending on pump VSWR matching, is 10- 2 to 10 4 db. Essentially impos-
may have 5 to 20db of range available sible to regulate power actually applied
for oscillation using 1C)mW Klystron to ruby due to variations in thermal pro-
source. Significant influence on sensitiv- file of feed waveguide. Sensitivity is 0 to
ity to pump power and frequency. 10-11/db.

Pump Frequency z20MHz variation allowed about opti- No problems in principle due to abil-
mum frequency of 13.15 GHz. Impor- ity to "bootstrap" pump stability from
tant influence on sensitivity of opera- SCM stability. No significant prob-
tional frequency to pump power. lems in practice with quartz crystal-

stabilized klystron source.

Signal Coupling Influences fractional output power and Possible source of drift due to varying
signal VSWR sensitivity. Also (inciden- temperature profile with helium level.
tally) an important tool for adjustment Magnitude not known.
of pump VSWR.

Signal VSWR No significant function Substantial burden placed on stabil-
ity of room temperature signal connec-
tions. Maximum variability is s 10-0.
The fix for this is addition of a low-
temperature isolator.
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Technical

In this section the dependence of frequency on temperature, and on pump power and frequency are
discussed in more detail. Additionally, the discovery of sensitivity of the output frequency to thermal
gradient across the 3-cavity system has given rise to a new thermal regulation system. A block diagram
of this system (Fig. 1b) and improved frequency stability results (Fig 5) are presented.

Temperature Dependence

Figure 3 shows a plot of the temperature dependence of the output frequency for the SCM over the
temperature range between 1 and 2 Kelvins. From a functional point of view, the presence of a
frequency maximum at about 1.57 Kelvin is an extremely desirable feature since it allows operation
of the oscillator in a region of nominally zero temperature coefficient. The quadratic coefficient in 8f/f
at the maximum is 3.3. 10- 9 /Kelvin 2. This means that a temperature accuracy of one milliKelvin
together with a stability of 30 microKelvins would allow a frequency stability of , = 2 •10 - 16.

An additional advantage of this mode of operation is the ease of refrigeration at a temperature of
1.57K in comparison to our initial design temperature of 0.9K. New options for refrigeration are also
available. For example, operation at 1.57K allows the use of a continuous-flow helium cryostat rather
than the batch-mode system required at the lower temperature.

The negative temperature coefficient exhibited by the data in Figure 3 at the higher temperatures
is easy to understand, and had been anticipated in the design of the SCM. It is due to a combination
of thermal expansion and superconducting penetration depth effects, both of which show a negative
slope. However, both of these effects were expected to "freeze out" at the lowest temperatures-hence
our (previous) 0.9 Kelvin operating temperature. The contribution with positive slope at the lower
temperatures has been observed previously but its nature and cause had not been identified, nor had
its consequence, the maximum with temperature, been discovered.

Measurements of the effect on the operating frequency of a temperature gradient across the os-
cillator now point to the ruby resonator as a likely candidate for the positive slope. The sign of the
thermal gradient effect is consistent with this identification. In addition, the magnitude agrees with
the measured slopes of low- and high-temperature parts combined with a rough estimate of the ther-
mal conductivity of the coupling resonator. A positive temperature coefficient would result from the
demagnetization field due to the changing alignment of chromium spins in the ruby. While the ruby
resonator seems a likely candidate, the effect has not been positively identified.

Pump Power and Frequency

Figure 4 shows a plot based on measurements of the SCM output frequency dependence on pump
power and frequency. Pump amplitude is shown in terms of the attenuation inserted in the pump
waveguide. Due to vagaries of the plotting routine, attenuation was divided by a factor of 1000 before
plotting. The discrete nature of the data is discernable in (e.g.) the ripples at the bottom of the valley
in the center of the figure.

Since the pump power is very much more difficult to stabilize than its frequency, the major feature
of the plot shown is the valley down the middle where the sensitivity to pump power is greatly reduced.
In this region the slope is typically ! 2. 10-13/db, a value 100 times smaller than on the outside slopes.
A second feature is the saturation at higher power, where the frequency changes less rapidly. These
features are somewhat variable, with an extremum at low power also sometimes observed. Associated
with pump frequencies showing the rapid variation of frequency with amplitude is also a pronounced
limiting effect, where the oscillation amplitude shows a somewhat soft "clipping" effect. Because of the
variability between subsequent reworks of the oscillator assembly, it seems likely that this interaction is
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not fundamental to either the ruby maser or to the high-Q resonator but may be due to an interaction
between pump and oscillation frequencies at a demountable joint in the coupling resonator.

Modification and Test

The right hand side of Figure 1 shows a block diagram showing the modified refrigeration and thermal
regulation system. Where the old helium tank was located below the oscillator and attached at its
lower extremity, the continuous flow cooler is now mounted above the oscillator in order to intercept
the varying heat flow from above. Compensation for these variations is now accomplished by means of
a heater placed above the refrigerator, so that no thermal gradients are generated below the heater
itself. Variations in cooling power in the refrigerator are also compensated by this heater with no
resultant gradients below the refrigerator. Except for incidental electrical leads associated with the
thermometry, the only thermal contact to the oscillator takes place at one point, the top, and so
thermal gradients should be effectively eliminated.

Stability results obtained with the modified oscillator are shown in Figure 6. Again, little informa-
tion can be discerned regarding the short term stability, except that it is better than that of the best
available reference, the hydrogen maser. Long term stability, however has been significantly improved
by the modifications, with results in the mid-10 - 15 range obtained for times longer than 30 seconds.

Conclusions

A detailed study of the operating parameters of the superconducting cavity maser has disclosed regions
of operation for the various parameters which are substantially more advantageous than previously
found. On the basis of this study the cryogenics of the oscillator were modified to optimize operation
at a new operating temperature and to eliminate thermal gradients. Stability results for the modi-
fied SCM show substantially improved long-term stability compared to previous results. Results for
shorter measuring times continue to be better than can be measured using the best reference presently
available.

With the addition of the continuous flow refrigerator, it may now be possible to incorporate a
closed-cycle refrigerator and so eliminate all need of disposable cryogens. Commercial coolers are
available that could provide the needed 20 milliwatt helium flow presently used. Such a cooler would
reduce the overall size by eliminating the need for a the large helium reservoir. Possible performance
degradation due to mechanical motion in the cooler would need to be examined experimentally.
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Figure 2. Allan Variance of stability of Superconducting Cavity Maser in first tests with Hydro-
gen Maser reference oscillator. Points marked + show data with drift removed; data (squares)
are accompanied by number of samples. Also shown are measured Hydrogen Maser stability and
the calculated effect of in-oscillator and added noise based on measured operating conditions
and an assumed in-oscillator noise temperature of 150 Kelvin.
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Figure 3. Measured frequency vs Temperature plot for range 1 - 1.8 Kelvin. 0.9 Hz frequency
variation is referred to P 2.69 GHz reference.
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Figure 4. Three-dimensional plot showing dependence of output frequency on Pump frequency
and power. Output frequency is referred to P 2.69 GHz reference. Pump power is indicated by
attenuation value. Due to vagaries of plotting routine, 0-11 db attenuation range is plotted as
db/lO00. Pump Frequency is measured in GHz.
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Figure 5. Plot of Allan Variance of SCM stability after modifications, H-Maser reference.
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AN AUTOMATIC MEASUREMENT SYSTEM FOR RF PULSE STABILITY
PARAMETERS

Liu Xiaofan and Mao Ruida
Beijing Institute of Radio Metrology & Measurements

P.O.Box 3930. Beijing, P.R.China

ABSTRACT

This paper describes a new automatic system for measurement of transmitter stability
parameters, esp. the frequency stability of RF pules series, which can limit the performance of
variours coherent pulse radars.The practicability to characterize the stability of RF pulse series
with interpulse variance in time domain and near-carrier phase noise in frequency domain is
studied in the paper. The operation principle, system construction and calibration methods of
quadrature dual channel frequency and phase discrimination system for the measurement of
interpulse variance are discussed here. This system is effectively used in the measurement of sta-
bility of radar transmitters.

INTRODUCTION
The phase parameter is used to transfer information in most modern radar systems. Thus there are

more and more requirements on high frequency stability and low phase noise. It becomes more important
how to characterize and measure the stability of radar transmitters. Most of radar transmittershowever,
do not use continuous wave (CW) but pulse-modulated wave,whose stability determines the general per-
formance of radar systems. There is still no inanimous method in characterization of the carrier frequen-
cy stability on pulsed wave. And the measurement technique is much more difficult for pulsed wave than
for CW. Therefor, some radar parameters, for example, improvement factor or visibility, are usually used
to evaluate the stability of radar system, which is measured by self-check method.

The study on the frequency stability of pulse modulated wave started in 1960' s. The microwave
phase bridge was used to measure the additive phase noise of pulsed power amplifiers in microwave fre-
quencies with high sensitivity[l] and is still used to measure the additive noise in amplifier transmitters.
While the microwave frequency discrimination bridge is frequently used in measurement of oscillator
transmitters, with microwave cavity[2][3] or delayer[4][5] as frequency discriminators. After 1970's, com-
puters are used for data processing in these systems[6]. A special equipment, which can measure transmit-
tcr stability parameters, such as frequency, phase, timing,pulsewidth and amplitude fluctuations, was de-
veloped by Milan aftcrward[7]. Beijing Institute of Radio Metrology and Measurements also works in
this ficld.[8][9]

The measurement system raised in this paper still uses microwave phase bridge to measure interpulse
phase fluctuation in amplifiers. The frequency stability of oscillation transmitters can be measured by IF
quadrature dual channel technics. One of them is quadrature dual channel phase discrimination system,
which can measure frequency / phase fluctuation automatically with fast sampler and digital convolution
unit. A quick agile frequency synthesizer is developed to overcome the influence of frequency shift and
realize the automatical frequency tracking. At the same time, another new way, named quadraturc dual
channel frcquency discrimination bridge , has been developed in our laboratory. It is proved that the
method combines the advantages of microwave frcquency discrimination bridge and I.Q. branch technic
in measuring the stability of RF pulses. Besides, other interpulse fluctuations of the parameters, such as
amplitude, timing, and pulsewidth, can also be measured in this system.

In this paper the intcrpulse variance is raised to characterize the frcqucncy stability of RF. pulses in
time domain. The video signals are acquisited at high speed through A / D converter and DMA unit and
fed into the computer for data processing. The measurement results of interpulse variance are given by
the statistic treatment, and FFT is used to analyze the spectrum, which can be evaluated as the near carri-
er phase noisc.
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CHARACTERIZATION FOR FREQUENCY STABILITY OF RF PULSE SERIES
A variety of radars has a basic requirement on the frequency stability of their transmitters. The per-

formance of Moving Target Indicator (MTI) radar can be defined by Improvement Factor(I), which is
written:

s0
I= - CA

where CA = Clutter attenuation
Si =Input signal
s 0 = Output sigual averaged over all target velocities

Any instability in radar transmitter can limit the Improvement Factor of MTI System. Because the
radar signal will be cancelled between adjacent pulses to indicate the moving target signal submerged in
clutter,the intcrpulse fluctuation of various parameters are vitally important. The relations between im-
provement factor limitations and interpulse fluctuations are listed as follows:

IA = 201g-; IV = 201g2- ; if = 20lg
fAA' 2Aq' T~

I,= 201g T  I 201g

where A and r are the amplitude and pulsewidth of RF pulses, and AA,Aqp,AfAt and AT are respectively
amplitude, phase, frequency, timing and pulsewidth fluctuations of RF pulses. The results are similar to
that deduced seperately by Skolnik[10] and Milan.

The interpulse instability in oscillators is reflected by frequency fluctuation mainly, while in amplifi-
ers, that is reflected by phase fluctuation. The total improvement factor limitation is the combination,
which can be written:

TI

1 2 1N
The visibility of Pulse Doppler Radar is determined by near-carrier phase noise of the transmitting

signal. In order that the echo, which includes Doppler frequency shift fd, will not be submerged by phase
noise, the phase noise must be

S o(f ) < V(f)- lOdB
It can be seen that it is possible to have a integrate characterization for the frequency stability of RF

pulse series in radar transmitters.
The proper method is: using interpulse variance as the characterization for the frequency stability of

RF pulse series in time domain, and near-carrier phase noise as that in frequency domain.
The interpulse variance is determined with the average square value of avereged frequencies in two

adjacent pulses, as
2 ((F 1 - F2 )>

This expression is coincident with the first difference variance or cancellation of MTI radar. While,
the near-carrier phase noise means the phase noise power spectrum density whose difference frequencies

f
to the carrier are no larger than one half of the repeat frcqucncy(i.c.f < -- ) in sampling function fre-

2
quency spectrum of RF pulse series.

When sampling the output video signal at the rate of the pulse repeat frequency, the obtained data is
a separate time series:

Af(t) = Af(1)1, r i =1,

where N is sampling number, T is pulse repeat period, T0is synchronization delay.
After FFT transformation, this series is transformed into a frequency or phase series in frequency

domain:
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Af (f.1) -- Af (f. )lf. , i -- 1,2,---
-2NT

Af(f)f. 0i,,=
The expression of interpulse frequency variance is

2 _ 1 - 2af [Af(I I+,)-A(td] 2

N- I i-I
The power spectrum density of near-carrier phase noise is

Q,(fa,)
S V.,)= 2OIg. - T (dB / Hz)

In the formula, AB - is the sampling interval in frequency domain.
2NT

Above all, this characterization method has three advantages:
(i) it can characterize directly the performance of radars.
(2) It is similar to the method for continous wave[11] so that some measurement technique for CW

can still be applicable.[12]
(3) It is convenient to make data processing by computer.

SYSTEM CONSTRUCTION AND OPERATION PRINCIPLE
Fig. 1 is the general block diagram of the measurement system. The subsystems to measure

frequency, phase and amplitude are seperated. These subsystems are connected to the same A/ D sam-
pler and data processing unit with an IBM-PC computer. The timing and pulsewidth are measured by a
counter with analogue interpolation and transfered to computer through digital interface.

1. Quadrature Dual Channel Phase Discrimination
Quadrature dual-channel phase discrimination is a method to measure interpulse frequency stability,

as shown in Fig.2. The radio pulsed signal from transmitter is transformed twice to the fixed
frcquencies(300MHz,30MHz) in order to broad the frequency range. I.Q. quadrature video outputs are
obtained by quadrature dual-channel discrimination of the 30MHz pulsed signal.

The first local oscillator is a broad width and low noise frequency synthesizer. The second LO is a
fast agile frequency synthesizer developed in our lab [13]. The frequency change is controlled digitally in
step of 1MHz, 100kHz, and 10kHz. The change time is within 10js. Thus the automatic frequency con-
trol (AFC) is realized.

The quadrature video signals are converted with 12-bit fast A / D to two finite series et(l) and e, (I)

in two adjacent pulses. The convolution of these two signal is expressed as:
Y(K) -- e, (1) * e (1) =- 1: e, (i)e, (K - 1)

1-0

Suppose the pulse is rectangular wave and sampled at the rate of At, Y(K) is an ideal triangle whose
baseline is 2N-1 and the peak value appears at K =N-1. After nomalization:

D =2 E coslcoAt
1-I

'N-1

Do = -2 E sinlAwoAt
I-I

Then we can get frequency discrimination curves of D,, D.. The following can be done accordiog to
these curves.

(1) interpulse frequency fluctuation measurement from DQfcature.
(2) automatic frequency control to compensate the radio frequency shift.
(3) measurement of interpulse amplitude and phase fluctuations.
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(4)fast spectrum estimation of signal.

2. Quadrature Dual Channel Frequency discrimination
Fig.3 is the basic block diagram of the quadrature dual-channel frequency discrimination system

[14]. At first the radio frequency is mixed down to an intermediate frequency, which still remains all the
original phase and amplitude information of the transmitters. Then the measurement is made by the IF
quadrature dual channel frequency discrimination bridge with a delayer as the frequency discriminator. It
can be deduced that the output signals are:

A (t) = rect(t).A sin(O(t) - 0(t - r))

A (t) = rect(t ).Acos(D(t) - <D(t - a))

. , NT<t<NT±+r ......
where: rect(-) =0 other time

A: the signal amplitude.
4D(t): random phase fluctuation of transmitter signal.

o :the delay time of IF dlayer
T and r: repeat period and pulsewidth of the RF pulse.

The average frequency fluctuation in the interval between t-roand t is:
Af= 4- -  ' (t)dt =20[(t) - 0(1 - TO)]

, - I

Combining the Taylor progressions of SinAZ, and tgA0,we can express AD and Af with A,(t) and
A.(t) as follows:

2 A (t) 1 A, (t)
3 A 2A )

Af= [ - + i )

In this case, the nonlinear errors are less than 0.8% in the range A'b 1.8 rad. Using the mathmatical
method for data processing, very big frequency fluctuations can be measured. However, only when A4D is
much smaller than I rad, can sinAO be approximately expressed by A(D. The transfer function of the sys-
tem is shown in Fig.4

In short, the quadrature dual-channel frequency discrimination method has the following character-
istics.

(1) The system can be operated in a large frequency range and measure the stability of RF pulses
with a high sensitivity.

(2) The zero-beat discrimination can be easily realized without the coherent oscillator and the in-
fluence of amplitude fluctuation and frequency shift of RF pulses on the measurement can be removed by
the system.

(3) With the self-convolution of the system's output signals, we can obtain a function of intrapulse
phase fluctuation with the items t, as well as t2 and t3 , which are useful for the pulse compressibility ra-
dars.

3. Microwave Phase Bridge
The microwave phase bridge is used to measure the additive phase noise of the transmitters with am-

plifier chains. In our system, the reference signal of the phase bridge is a RF pulsz series synchronized
with the measured amplifiers. Thus the noise of phase discriminator can be reduced. Low-pass filter is
used to filter out the pulse side-band in video signal. Therefore, the sensitivity has been increased in the
measurement of phase noise by spectrum analyzer.

The sensitivity in Fourier frequency fm lkI-z is better than -120dB / Hz. The block diagram is
shown in Fig.5.
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4.Amplitude Measurement
Quadrature dual-channel systems can be used to measure interpulse amplitude fluctuation. The sen-

sitivity is not high, because of the limitation on dynamic range of the video amplifier and A/ D
converter. The differential amplifier is used to amplify the fluctuation at the pluse tops, the AA/ A
measurement resolution is up to 0.1% as shown in Fig.6.

5.Time Interval Measurement
The time interval measurement on interpulse timing and pulsewidth is accomplished by a counting

unit with analogue interpolation. The resolution in single measurement is 0.Ins with precision of lns. The
block diagram is shown in Fig.7.

SYSTEM CALIBRATION AND MEASUREMENT RESULTS
I.System Calibration Methods
The measurement system is calibrated with two methods so as to measure the phase and frequency

stabilities accurately.
(I)Frequency Modulation Method
The principle of the frequency modulation method is shown in Fig.8. The modulation frequency of

the oscillator is doubled and reshaped to drive a PIN pulse modulator. Then we can obtain a RF series
whose frequency offset is changed alternately. The system is calibrated with this known frequency offset.
And the calibration accuracy is just the same as the oscillator itself.

(2)Phase Modulation Method
Fig.9 is the principle diagram of phase modulator set up with varactor diode used in the microwave

phase bridge. The phase modulation linearity is better than ± 1dB.
2.Measurement Results
Measurements with the system were made on various radar transmitters. We have worked in the ex-

periments on the stability measurements as follow:
(1) The system has been calibrated with the phase or frequency modulation methods.
(2) The types of MTI radar transmitters with magnetron oscillators, whose operation wavelenth were

30cm, 10cm and 5cm, pulsewidth is 0.5-10us and repeat frequency is 500Hz-10KHz , were measured
with the quadrature dual-channel discrimination system. The system measurement resolution for
interpulse frequency stability is 100Hz with accuracy lkHz. The improvement factor of MTI radar can be
measured up to 60 dB.

(3) The phase noise of the transmitters with travelling-wave tube (TWT)amplifers and the coherent
responders at 10cm and 5cm were measured by phase bridge, the sensitivity of which is better than
-120dB / Hz.

CONCLUSIONS
As stated above , we have come to the conclusions as follows:
1. The frequency stability of RF pulse series can be charaterized with the interpulse variance in time

domain, and with the near-carrier phase noise in frequency domain.
2. Quadrature dual-channel frequency and phase discimination methods are effective for the

measurement of interpulse frequency stability.
3. We have made successful measurements with the system designed with the above techniques.
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